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Abstract

Stochastic heavy ball momentum (SHB) is commonly used to train machine learning models,
and often provides empirical improvements over stochastic gradient descent. By primarily
focusing on strongly-convex quadratics, we aim to better understand the theoretical advantage
of SHB and subsequently improve the method. For strongly-convex quadratics, Kidambi et al.
[2018] show that SHB (with a mini-batch of size 1) cannot attain accelerated convergence,
and hence has no theoretical benefit over SGD. They conjecture that the practical gain of
SHB is a by-product of using larger mini-batches. We first substantiate this claim by showing
that SHB can attain an accelerated rate when the mini-batch size is larger than a threshold b*
that depends on the condition number x. Specifically, we prove that with the same step-size
and momentum parameters as in the deterministic setting, SHB with a sufficiently large
mini-batch size results in an O (exp(—7/y&) + o) convergence, where T' is the number of
iterations and o? is the variance in the stochastic gradients. We prove a lower-bound which
demonstrates that a x dependence in b* is necessary. To ensure convergence to the minimizer,
we design a noise-adaptive multi-stage algorithm that results in an O (exp (=T/v&) + %)
rate. We also consider the general smooth, strongly-convex setting and propose the first
noise-adaptive SHB variant that converges to the minimizer at an O(exp(—7/x) + ‘7—;) rate.

We empirically demonstrate the effectiveness of the proposed algorithms.

Keywords: optimization; stochastic heavy-ball momentum; noise-adaptivity; acceleration;

convex
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Chapter 1

Introduction

To solve a machine learning problem, we typically develop a model and define an objective
function based on the problem. Our goal is to evaluate the model and optimize its parameters
to minimize the objective function. A fundamental optimization algorithm for this task is
Gradient Descent (GD), which iteratively updates the model parameters in the direction of
the negative gradient of the objective function. Despite its simplicity, GD and its variants
are widely used in training machine learning models and form the basis for more advanced
optimization techniques, including momentum-based methods.

Heavy ball (HB) or Polyak momentum [Polyak, 1964] is one of the momentum-based
extensions of GD. It has been extensively studied for minimizing smooth, strongly-convex
quadratics in the deterministic setting. In this setting, HB converges to the minimizer at an
accelerated linear rate [Polyak, 1964, Wang et al., 2021] meaning that for a problem with
condition number k (see definition in Chapter 2), T iterations of HB results in the optimal
O (exp(~T/yx)) convergence. For general smooth, strongly-convex functions, Ghadimi et al.
[2015] prove that HB converges to the minimizer at a linear but non-accelerated rate. In this
setting, Wang et al. [2022] prove an accelerated linear rate for HB, but under very restrictive
assumptions (e.g. one-dimensional problems or problems with a diagonal hessian). Recently,
Goujaud et al. [2023] showed that HB (with any fixed step-size or momentum parameter)
cannot achieve accelerated convergence on general (non-quadratic) strongly-convex problems,
and consequently has no theoretical benefit over gradient descent (GD).

While there is a good theoretical understanding of HB in the deterministic setting, the
current understanding of stochastic heavy ball momentum (SHB) is rather unsatisfactory.
SHB is commonly used to train machine learning models and often provides empirical
improvements over stochastic gradient descent (SGD). Furthermore, it forms the basis
of modern adaptive gradient methods such as Adam [Kingma and Ba, 2014]. As such, it
is important to better understand the theoretical advantage of SHB over SGD. Previous
works [Defazio, 2020, You et al., 2019] have conjectured that the use of momentum for
non-convex minimization can help reduce the variance resulting in faster convergence.

Recently, Wang et al. [2023] analyze stochastic momentum in the regime where the gradient



noise dominates, and demonstrate that in this regime, momentum has limited benefits with
respect to both optimization and generalization. However, it is unclear whether momentum
can provably help improve the convergence in other settings. In this thesis, we primarily
focus on the simple setting of minimizing strongly-convex quadratics, with the aim of better

understanding the theoretical benefit of SHB and subsequently improving the method.

1.1 Non-accelerated convergence of SHB

We first consider the general smooth, strongly-convex setting and aim to design an SHB
variant that matches the theoretical convergence of SGD. In this setting, Sebbouh et al. [2020],
Liu et al. [2020] use SHB with a constant step-size and momentum parameter, obtaining
linear convergence to the neighborhood of the minimizer. In order to attain convergence
to the solution, Sebbouh et al. [2020] use a sequence of constant-then-decreasing step-sizes
to achieve an O (x°/72 + ¢°/T) rate, where o2 is the variance in the stochastic gradients. In
contrast, in the same setting, SGD can attain an O (exp (~7/x) + o°/T) convergence to the
minimizer. To the best of our knowledge, in this setting, there is no variant of SHB that can
converge to the minimizer at a rate matching SGD.

In Chapter 3, we propose an SHB method that combines the averaging interpretation
of SHB [Sebbouh et al., 2020] and the exponentially decreasing step-sizes [Li et al., 2021,
Vaswani et al., 2022] to achieve an O (exp (-T/x) 4+ ¢*/T) convergence rate that matches
the SGD rate. Importantly, the proposed algorithm is noise-adaptive meaning that it does
not require the knowledge of o2, but recovers the non-accelerated linear convergence rate
(matching Ghadimi et al. [2015]) when o = 0. Moreover, the algorithm provides an adaptive
way to set the momentum parameter, alleviating the need to tune this additional hyper-
parameter.

Setting the algorithm parameters for SHB requires the knowledge of problem-dependent
constants such as the smoothness and strong-convexity. Since these constants are typically
estimated in practice, in Chapter C, we study the effect of their misestimation on the
theoretical convergence of SHB. Our results demonstrate that using exponentially decreasing
step-sizes makes SHB robust to misestimation — the resulting algorithm still converges to the

minimizer, albeit at a slower rate and the slowdown depends on the degree of misspecification.

1.2 Accelerated convergence of SHB

Next, we focus on minimizing strongly-convex quadratics, and aim to analyze the conditions
under which SHB is provably better than SGD. A number of works [Kidambi et al., 2018,
Paquette and Paquette, 2021, Loizou and Richtarik, 2020, Bollapragada et al., 2022, Lee et al.,
2022] have studied SHB for minimizing quadratics. In this setting, Kidambi et al. [2018] show
that SHB (with batch-size 1 and any choice of step-size and momentum parameters) cannot

attain an accelerated rate. They conjecture that the practical gain of SHB is a by-product



of using larger mini-batches. Similarly, Paquette and Paquette [2021] demonstrate that SHB
with small batch-sizes cannot obtain a faster rate than SGD. While Loizou and Richtarik
[2020] prove an accelerated rate for SHB (for any batch-size) in the “L1 sense”, this does not
imply acceleration according to the standard sub-optimality metrics. Recently, Bollapragada
et al. [2022], Lee et al. [2022] use results from random matrix theory to prove that SHB with
a constant step-size and momentum can achieve an accelerated rate when the mini-batch size
is sufficiently large. Compared to these works, we use the non-asymptotic analysis standard
in the optimization literature, and prove stronger worst-case results.

Accelerated convergence to the neighbourhood for quadratics. Our result
in Section 4.1 substantiates the claim by Kidambi et al. [2018]. Specifically, for strongly-
convex quadratics, we prove that SHB with a mini-batch size larger than a certain threshold
b* (that depends on k) and constant step-size and momentum parameters can achieve an
O (exp(~T/\/x) + o) non-asymptotic convergence up to a neighborhood of the solution. For
problems such as non-parametric regression [Belkin et al., 2019, Liang and Rakhlin, 2020] or
feasible linear systems, where the interpolation property [Ma et al., 2018, Vaswani et al.,
2019] is satisfied, 0 = 0 and SHB with a large batch-size results in accelerated convergence
to the minimizer.

Lower Bound for SHB. Our result in Section 4.2 shows that there exist quadratics for
which SHB (with a constant step-size and momentum) diverges when the mini-batch size is
below a certain threshold. Moreover, the lower-bound demonstrates that a x dependence in
b* is necessary.

The result in Section 4.1 only demonstrates convergence to the neighbourhood of the
solution. Next, we aim to design an SHB algorithm that can achieve accelerated convergence
to the minimizer.

Noise-adaptive, accelerated convergence to the minimizer for quadratics.
In Section 4.3, we design a multi-stage SHB method (Algorithm 1) and prove that for
strongly-convex quadratics, Algorithm 1 (with a sufficiently large batch-size) converges to
the minimizer at an accelerated O (exp (—7/y&) + o/T) rate. Algorithm 1 is noise-adaptive
and has a similar structure as the algorithm proposed for incorporating Nesterov acceleration
in the stochastic setting [Aybat et al., 2019]. In comparison, both Bollapragada et al. [2022],
Lee et al. [2022] only consider accelerated convergence to a neighbourhood of the minimizer.
In concurrent work, Pan et al. [2023] make a stronger bounded variance assumption in
order to analyze SHB for minimizing strongly-convex quadratics. They propose a similar
multi-stage algorithm and under the bounded variance assumption, prove that it can converge
to the minimizer at an accelerated rate for any mini-batch size. In Section 4.3, we argue
that the bounded variance assumption is problematic even for simple quadratics and the

algorithm in Pan et al. [2023] can diverge for small mini-batches (see Fig. 4.1).



1.3 Two-phase SHB

In settings where T' > n, the batch-size required by the multi-stage approach in Algorithm 1
can be quite large, affecting the practicality of the algorithm. In order to alleviate this
issue, we design a two phase algorithm that combines the algorithmic ideas in Section 4.1
and Chapter 3.

Partially accelerated convergence to the minimizer for quadratics. In Section 4.4,
we propose a two-phase algorithm (Algorithm 2) that uses a constant step-size and momentum
in Phase 1, followed by an exponentially decreasing step-size and corresponding momentum in
Phase 2. By adjusting the relative length of the two phases, we demonstrate that Algorithm 2
(with a sufficiently large batch-size) can obtain a partially accelerated rate. In the interpolation
setting when o = 0, the two-phase algorithm (without any knowledge of o) can only attain
a partially accelerated rate. Consequently, in Chapter H, we design a noise-adaptive hybrid
algorithm that combines the advantages of Algorithms 1 and 2 and can get an accelerated

rate in most scenarios.

1.4 Experiments

In Chapter 5, we empirically validate the effectiveness of the proposed algorithms on synthetic
benchmarks. In particular, for strongly-convex quadratics, we demonstrate that SHB and its
variants can attain an accelerated rate when the mini-batch size is larger than a threshold.
While SHB with a constant step-size and momentum converges to a neighbourhood of
the solution, Algorithms 1 and 2 are able to counteract the noise resulting in smaller

sub-optimality.



Chapter 2

Problem Formulation

We consider the unconstrained minimization of a finite-sum objective f: R — R, f(w) :=

1

~ > iz fi(w). For supervised learning, n represents the number of training examples and

fi is the loss of example ¢. Throughout, we assume that f and each f; are differentiable
and lower-bounded by f* and f;, respectively. We also assume that each function f; is
Li-smooth, implying that f is L-smooth with L := max; L;. Furthermore, f is considered to
be p-strongly convex while each f; is convex!'. We define s := % as the condition number
of the problem, and denote w* to be the unique minimizer of the above problem. We
primarily focus on strongly-convex quadratic objectives where f;(w) := %wTAiw — (d;,w)
and f(w) = L 37 fi(w) = w Aw — (d,w), where A; are symmetric positive semi-definite
matrices. Here, L = Apax[A4] and g = Apin[A] > 0, where Apax and Ap, refer to the
maximum and minimum eigenvalues.

In each iteration k € [T] := {0,1,..,7}, SHB samples a mini-batch By (b := |By|) of
examples and uses it to compute the stochastic gradient of the loss function. The mini-
batch is formed by sampling without replacement. We denote V f;(wy) to be the average
stochastic gradient for the mini-batch By, meaning that V fir(wy) := %ZiEBk V fi(wg) and
E[V fir(wg)|wg] = Vf(wg). At iteration k, SHB takes a descent step in the direction of
V fir.(wy) together with a momentum term computed using the previous iterate. Specifically,

the SHB update is given as:
wry1 = wg — iV fir(wi) + B (wg — wi—1) (2.1)
where wgy1, wg, and wg_; are the SHB iterates and w_; = wy; {ak}g;ol and {Bk}g;ol is

the sequence of step-sizes and momentum parameters respectively. In the next section, we

analyze the convergence of SHB for general smooth, strongly-convex functions.

"We include definitions of these properties in Chapter A.



Chapter 3

Non-accelerated linear convergence
for strongly-convex functions

We first consider the non-accelerated convergence of SHB in the general smooth, strongly-
convex setting. Following Loizou et al. [2021], Vaswani et al. [2022], we define 02 := E;[f* — f7]
as the measure of stochasticity. This notion of noise is related to the typical notion of the
gradient noise at the optimum x2 := E; ||V fi(w*)||%. Specifically, if each f; is L-smooth and
p-strongly convex, then i}f <o?< ixz. We develop an SHB method that (i) converges
to the minimizer at the O (exp (=7/x) + @°/T) rate, (ii) is noise-adaptive in that it does not
require the knowledge of 02 and (iii) does not require manual tuning of the momentum
parameter. In order to do so, we use an alternative form of the update [Sebbouh et al., 2020]
that interprets SHB as a moving average of the iterates zp computed by stochastic gradient

descent. Specifically, for zp = wo,

Net1 1
wg + Z
Mep1 1T N + 1

Wht1 = ko 2k = zp—1 — MV fi(wr) (3.1)
where {nx, A} are parameters to be determined theoretically. For any {7, A} sequence, if
oy = 1+7\7}Z+1’ B = 1;\\7’;“, then the update in Eq. (3.1) is equivalent to the SHB update
in Eq. (2.1) [Sebbouh et al., 2020, Theorem 2.1]. The proposed SHB method combines the
above averaging interpretation of SHB and exponentially decreasing step-sizes [Li et al.,
2021, Vaswani et al., 2022] to achieve a noise-adaptive non-accelerated convergence rate.
Specifically, following Li et al. [2021], Vaswani et al. [2022], we set 1 = vy, where v is
the problem-dependent scaling term that captures the smoothness of the function and vy is
the problem-independent term that controls the decay of the step-size. By setting {ng, v}
appropriately, the following theorem (proved in Chapter B) shows that the proposed method
converges to the minimizer at an O (exp (-T/x) 4+ ¢°/T) rate. In contrast, Sebbouh et al.

[2020] use constant-then-decaying step-sizes to obtain a sub-optimal O (5*/12 + ¢%/T) rate.



Theorem 1. For L-smooth, p strongly-convex functions, SHB (Eq. (3.1)) with 7 > 1,

1 —
v = ﬁa v = (F) /Ta Yo = YL g = vk, and Ay = 1771sz (1 —(1- nku)k) converges as:
C2 9 T v 64Lo?coC?k3 (In(T/r))?
E o= 2 < 2 % o
foor—1 = I < 2 fuo —wPexp (~ oo ) + g

= 4(1—
where ¢ = /5555, , &2 = exp (G ) and ez = 52 1~ exp (= 47)]
This rate matches that of SGD with an ex- L5 10
ponentially decreasing step-size [Li et al., 2021, 07 ek .

254 YRG0 e alpha_0/k"2

Vaswani et al., 2022]. In the deterministic setting,
when b = n, then by Lemma 7, { = 0, and SHB
matches the non-accelerated linear rate of GD
and HB [Ghadimi et al., 2015]. Non-parametric =~ .|
regression [Belkin et al., 2019, Liang and Rakhlin, -1 e )

r0.e

log(alpha_k)
beta_k

ro.2

2020] or feasible linear systems [Loizou and oo
Richtarik, 2020] satisfy the interpolation [Ma terations
et al., 2018, Vaswani et al., 2019] property. For

these problems, the model is able to completely

Figure 3.1: Variation in «j and [ for

T=100, L=10, pu=1
interpolate the data and the gradient for each

point converges to zero at the optimum, meaning that Vf;(w*) = 0. Hence, the noise at
the optimum vanishes and y = ¢ = 0. For this case, SHB matches the convergence rate of
constant step-size SGD [Vaswani et al., 2019]. For general strongly-convex functions, Goujaud
et al. [2023] prove that HB (with any step-size or momentum parameter) cannot achieve an
accelerated convergence rate on general (non-quadratic and with dimension greater than 1)
smooth, strongly-convex problems. Furthermore, we know that the variance term (depending
on 0?) cannot be decreased at a faster rate than (1/7) [Nguyen et al., 2019]. Hence, the
above rate is the best-achievable for SHB in the general strongly-convex setting.

We reiterate that the method does not require knowledge of ¢? and is hence noise-
adaptive. Furthermore, all algorithm parameters are completely determined by the u, L
and 7 sequence. Hence, the resulting algorithm does not require manual tuning of the
momentum. In Fig. 3.1, we show the variation of the (ay,Sx) parameters, and observe
that the method results in a more aggressive decrease in the step-size (compared to the
standard O(1/k) rate). This compensates for the increasing momentum parameter. The above
theorem requires knowledge of L and p which can be difficult to obtain in practice. Hence in
Chapter C, we consider the effect of misestimating L and p on the convergence rate of SHB.
These are the first results that consider the effect of parameter misspecification for SHB.

Next, we focus on strongly-convex quadratics where SHB can obtain an accelerated

convergence rate.



Chapter 4

Accelerated linear convergence for
strongly-convex quadratics

In this section, we focus on strongly-convex quadratics and in Section 4.1, we prove that SHB
with a large batch-size attains accelerated linear convergence to a neighbourhood determined
by the noise. In Section 4.2, we prove a corresponding lower-bound that demonstrates the
necessity of a large batch-size to attain acceleration. Next, in Section 4.3, we design a
multi-stage SHB algorithm that achieves accelerated convergence to the minimizer. Finally,
in Section 4.4, we design a two-phase SHB algorithm that has a simpler implementation,

but can only attain partially accelerated rates.

4.1 Upper Bound for SHB

In the following theorem (proved in Chapter D), we show that for strongly-convex quadratics,
SHB with a batch-size b larger than a certain problem-dependent threshold b*, constant
step-size and momentum parameter converges to a neighbourhood of the solution at an

accelerated linear rate.

Theorem 2. For L-smooth, y strongly-convex quadratics, SHB (Eq. (2.1)) withay = o = ¢
for a < 1, B = (1 — f,/ ) batch-size b s.t. b > b* :=n maX{Hin% ) 1+(n1_31)a}

converges as:

E[A7] < G\Gaf p( \2(/? { 2ff}> 12\fx min{l C}

where A := |lwy — w*||, x := VE ||V fi(w)|? ¢ = " bb and C := 3525,

The first term in the convergence rate represents the bias. Since 1 — 2\/k/¢ > % when
b > b*, the initial sub-optimality A is forgotten at an accelerated linear rate proportional to
exp(—T/+/k). Moreover, since the bias term depends on ¢, using a larger batch-size (above

b*) leads to a smaller ( resulting in faster convergence. In the deterministic case, when

8



b =mn and ¢ = 0, we recover the non-asymptotic accelerated convergence for HB [Wang
et al., 2021]. Similar to the deterministic case, the accelerated convergence requires a
“warmup” number of iterations meaning that 1" needs to be sufficiently large to ensure that
exp (—%@ max {%, 1—2ykVC }) < %. The second term represents the variance, and
determines the size of the neighbourhood. The above theorem uses x? = E ||V f;(w*)||* as
the measure of stochasticity, where x? < 2Lo? because of the L-smoothness of the problem.
Compared to constant step-size SGD that achieves an O(exp(—T/k) + x), SHB with a
sufficiently large batch-size results in an accelerated O(exp(—T/+/k) + x) rate. We observe
that if x is large, a larger batch-size is required to attain acceleration. Likewise, using a
smaller step-size requires a proportionally larger batch-fraction to guarantee an accelerated
rate. On the other hand, as n increases, the relative batch-fraction (equal to b/n) required
for acceleration is smaller. The proof of the above theorem relies on the non-asymptotic
result for HB in the deterministic setting [Wang et al., 2021], coupled with an inductive
argument over the iterations.

The above result substantiates the claim that the practical gain of SHB is a by-product of
using larger mini-batches. In comparison to the above result, Loizou and Richtarik [2020] also
prove an accelerated rate for SHB, but measure the sub-optimality in terms of ||E[wr — w*]||
which does not effectively model the problem’s stochasticity. In contrast to Bollapragada et al.
[2022, Theorem 3.1] which results in an O (T exp(—T/\/x) + o log(d)) rate where d is the
problem dimension, we obtain a faster convergence rate without an additional T" dependence
in the bias term, nor an additional log(d) dependence in the variance term. In order to
achieve an accelerated rate, our threshold b* scales as O (W) When n >> O(k?), our
result implies that SHB with a nearly constant (independent of n) mini-batch size can attain
accelerated convergence to a neighbourhood of the minimizer. In contrast, [Bollapragada
et al., 2022, Theorem 3.1] require a batch-size of Q(d k3/?) to attain an accelerated rate
in the worst-case. This condition is vacuous in the over-parameterized regime when d > n.
Hence, compared to our result, Bollapragada et al. [2022] require a more stringent condition
on the batch-size when d > \/k. On the other hand, Lee et al. [2022] provide an average-case

R
=
average condition number. In the worst-case (for example, when all data points are the same

analysis of SHB as d,n — oo, and prove an accelerated rate when b > n where & is the
and kK = k = 1), Lee et al. [2022] require b = n in order to attain an accelerated rate.

In the interpolation setting described in Chapter 3, the noise at the optimum vanishes and
o = 0 implying that x = 0. In this setting, we prove the following Corollary 1 in Chapter D.
Hence, under interpolation, SHB with a sufficiently large batch-size results in accelerated
convergence to the minimizer, matching the corresponding result for SGD with Nesterov
acceleration [Vaswani et al., 2022, Theorem 6] and ASGD [Jain et al., 2018].



Corollary 1. For L-smooth, p strongly-convex quadratics, under interpolation, SHB

(Eq. (2.1)) with the same parameters as in Theorem 2 and batch-size b s.t. b > b* :=n TR
K2

(where C' is defined in Theorem 2) converges as:

E wr — w*]| < ‘Sff . (—fg“fmax{j,l - wwz}) o — w*|

When the noise y # 0 but is assumed to be known, Corollary 4 (proved in Chapter D)
shows that the step-size and momentum parameter of SHB can be adjusted to achieve an €
sub-optimality (for some desired e > 0) at an accelerated linear rate. In the above results,
the batch-size threshold depends on x. In the following section, we prove a lower-bound

showing that a dependence on « is necessary.

4.2 Lower Bound for SHB

For SHB with the same step-size and momentum as Corollary 1, we show that there exists

quadratics for which SHB with a batch-size lower than a certain threshold diverges.

Theorem 3. For a L-smooth, ji strongly-convex quadratic problem f(w) := % —1 %wTAiw

with n samples and dimension d = n = 100 such that w* = 0 and each A; is an n-by-n

matrix of all zeros except at the (i,7) position, we run SHB (2.1) with ap = o = %,
2
=6 =(1-Li/ap) . Ifb <
Br =8 = (1-1vap) —— ot

iterations, we have that:

ﬁn and Ay = ( Wk ), for a ¢ > 1, after 67
3}

E [[|Aer]®] > " [|20o]* -

The above lower-bound demonstrates that the dependence on k is necessary in the
threshold b* for the batch-size. We note that the designed problem with n = d corresponds
to a feasible linear system and therefore satisfies interpolation. Intuitively, Theorem 3 shows
that in order to attain an accelerated rate for SHB, it is necessary to have a large batch-size to
effectively control the error between the empirical Hessian § 3¢ B, Ai at iteration k and the
true Hessian. When the batch-size is not large enough, the aggressive updates for accelerated
SHB increase this error resulting in divergence. Importantly, the above lower-bound also holds
for the step-size and momentum parameters used in Bollapragada et al. [2022]. We note that
our lower-bound result still leaves open the possibility that there are other (less aggressive)
choices of the step-size and momentum that can result in an (accelerated) convergence rate
with a smaller batch-size. The proof of the above theorem in Chapter E takes advantage

of symbolic mathematics programming [Meurer et al., 2017], and maybe of independent

10



interest. In contrast to the above result, the lower bound in Kidambi et al. [2018] shows that
there exist strongly-convex quadratics where SHB with a batch-size of 1 and any choice of
step-size and momentum cannot result in an accelerated rate.

We have shown that for strongly-convex quadratics (not necessarily satisfying interpola-
tion), SHB (with large batch-size) can result in accelerated convergence to the neighbourhood
of the solution. Next, we design a multi-stage algorithm that ensures accelerated convergence

to the minimizer.

4.3 Multi-stage SHB

We propose a multi-stage SHB algorithm (Algorithm 1) and analyze its convergence rate.
The structure of our multi-stage algorithm is similar to Aybat et al. [2019] who studied
Nesterov acceleration in the stochastic setting. For a fixed iteration budget T', Algorithm 1
allocates T'/2 iterations to stage zero and divides the remaining 7'/2 iterations into I stages.
The length for each of these I stages increases exponentially, while the step-size used in
each stage decreases exponentially. This decrease in the step-size helps counter the variance
and ensures convergence to the minimizer. Theorem 4 (proved in in Chapter F) shows

that Algorithm 1 converges to the minimizer at an accelerated linear rate.

Theorem 4. For L-smooth, u strongly-convex quadratics with x > 1, for T > T :=
32PVR hax {4r,€?}, Algorithm 1 with b > b* :=n max{

1 1
= converges as:
) e g | o

24 k+/C1 X

Cl 1
E wp — w]| < 6v/24] 2Lk ( .
HwT v H - CgKJ exp ,u(K,— 1) \/T

) lhwo — w) +

293\/,@ 1+21log? TS;*;(\/@
where C := ( 1n(2)( )), Cs = % and C := 3°26.

From Theorem 4, we see that Algorithm 1 achieves a convergence rate of O (exp (—%) + L)

to the minimizer. It is important to note that in comparison to Theorem 1, the sub—optimalityﬁ
above is in terms of E ||wp — w*|| (instead of E ||wy — w*||?). Hence, the above rate is optimal
for strongly-convex quadratics since the bias term decreases at an accelerated linear rate
while the variance term goes down as 1/vT. Unlike in Corollary 4, Algorithm 1 does not
require the knowledge of x and is hence noise-adaptive. When y = 0, Algorithm 1 matches

the rate of SHB in Corollary 1.

11



Algorithm 1: Multi-stage SHB

Input: T (iteration budget), b (batch-size)
Initialization: wg, w_1 = wg, k=10
I = Ln(l w (T ln(\/i))J (W(.) is the Lambert W

Algorithm 2: Two-phase
SHB

Input: T (iteration budget), b
(batch-size), ¢ € (0,1)

V2) 384 /i
function!) (relative phase lengths)
Ty = % Initialization: wg, w_1 = wy,
vie[1,1], k=0
T, = ﬁ;i%f((i/z +5)In(2) + In(V/#)) | Set Ty = T
fori=0;i<I+1;i=i+1do fork=0,k<To;k=k+1
. 2
Set a; =27, ai = 7, fi = <1 3 aiﬂ) dOSet a,  according to
To = wj Theorem 2 Use Update 2.1
for k=0, k<T;; k=k+1do end
Sample batch By and calculate fork=Typ+1; k<T;
Vi (k) k=k+1do
Tpr1 = Tk — oGV fir (k) + Bi (v — Tp—1) Set ng, A\ according
end to Theorem 1
Wi+1 = TT; Use Update 3.1
end end

return wyy return wr

In concurrent work, Pan et al. [2023] design a similar multi-stage SHB algorithm. However,
the algorithm’s analysis requires a bounded variance assumption which implies that for all
k € [T, there exists a & < oo such that E ||V f(wy) — V fir(wg)||* < 2. For strongly-convex
quadratics, this assumption implies that the algorithm iterates lie in a compact set [Jain
et al., 2018]. Note that this assumption is much stronger than that in Theorem 4 which
only requires that the variance at the optimum be bounded. With this bounded variance
assumption, Pan et al. [2023] prove that their multi-stage SHB algorithm converges to
the minimizer at an accelerated rate without any condition on the mini-batch size. This
is in contrast with our result in Theorem 4 which requires the mini-batch size to be large
enough. This discrepancy is because of the different assumptions on the noise. In Fig. 4.1a,
we use the same feasible linear system as in Theorem 3 and demonstrate that with a
batch-size 1, the algorithm in Pan et al. [2023] can diverge. This is because the iterates do
not lie on a compact set and & can grow in an unbounded fashion for O(T") iterations (see
Fig. 4.1b), demonstrating that the bounded variance assumption is problematic even for

simple examples.

'The Lambert W function is defined as: for z,y € R, y = W(z) = yexp(y) = .

12
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Figure 4.1: Divergence of Multi-stage SHB [Pan et al., 2023] with b = 1 on the synthetic
example in Theorem 3 with & = 5000. We set wg = 100 and run the algorithm in [Pan
et al., 2023] with C = 2. We consider 5 independent runs, and plot the average gradient
norm ||V f(wyg)|| against the number of iterations. In Fig. 4.1b, we plot the (log) variance
log (E |V f(wg) =V fir,(w) ||2) against the number of iterations. We observe that multi-stage

SHB diverges and the variance &2 increases, showing that the bounded variance assumption

in Pan et al. [2023] is problematic.

With this assumption, Pan et al. [2023] prove that their multi-stage algorithm con-
verges at a rate of O (T k exp(—T/r) + %) (for a similar definition of suboptimality as
in Theorem 4). The above upper-bound implies that their algorithm can only achieve
a sublinear rate even when solving feasible linear systems with a large batch-size [Jain
et al., 2018]. In comparison, Algorithm 1 with a large batch-size can achieve an acceler-
ated linear rate when solving feasible linear systems. From a theoretical perspective, the
O (51/4 exp(—T/vr) + %) bound in Theorem 4 is better in the bias term (by a factor of T')
and hence requires fewer “warmup” iterations. It is also better in the variance term in that
it does not incur a dimension dependence. Hence, compared to Pan et al. [2023], we have
better convergence guarantees with a simpler analysis under more realistic assumptions.

In Theorem 4, we observe that the batch-size threshold b* depends on a; = 27! = O(Y/7).
In order to understand the implications of this requirement, consider the case when T" = ¥n

(for some ¥ > 0). In this case, b* = n max{ } For practical problems, n

is of the order of millions compared to 7" which is in the thousands and hence ¥ << 1.
Furthermore, when n >> O(k?), b* is predominantly determined by the condition number,
making the multi-stage algorithm quite practical. An alternative way to reason is to consider
a fixed batch-size b as input. In this case, the following corollary presents the accelerated

convergence of multi-stage SHB but only for a range of feasible T'.

13



Corollary 2. For L-smooth, u strongly-convex quadratics with x > 1, Algorithm 1 with

batch-size b such that b > b* = nH% attains the same rate as in Theorem 4 for
C K2

T¢€ 31121?%@ max {4k, %}, C} g?n_lil)’], where C, C are defined in Theorem 4.
We have seen that a complicated algorithm can result in the optimal accelerated rate
for a range of T. Next, we design a simple-to-implement algorithm that attains partially

accelerated rates for all T'.

4.4 Two-phase SHB

We design a two-phase SHB algorithm (Algorithm 2) that has a convergence guarantee for
all T, but can only obtain a partially accelerated rate with a dependence on k¢ for g € [%, 1].
Here ¢ = % corresponds to the accelerated rate of Section 4.1, while ¢ = 1 corresponds
to the non-accelerated rate of Chapter 3. Algorithm 2 consists of two phases — in phase
1 consisting of Ty iterations, it uses Eq. (2.1) with a constant step-size and momentum
parameter (according to Theorem 2); in phase 2 consisting of T} := T — T} iterations, it
uses Eq. (3.1) with an exponentially decreasing ny sequence and corresponding Ay (according
to Theorem 1). The relative length of the two phases is governed by ¢ := To/7. In Chapter G,
we analyze the convergence of Algorithm 2 with general ¢ and prove Theorem 10. For a

specific setting when ¢ = %, we prove the following corollary.

Corollary 3. For L-smooth, u strongly-convex quadratics with x > 4, Algorithm 2 with
batch-size b such that b > b* = n —L—+ and ¢ = % results in a rate of O (exp (—%) + %)

1+ C K2
for all T'.

We observe that Algorithm 2, with a sub-optimal convergence rate of O (exp (=7/x7) 4 o/VT),
is faster than SGD and the non-accelerated SHB algorithm in Chapter 3. Compared to
the accelerated SHB in Section 4.1, the two-phase algorithm converges to the minimizer
(instead of the neighbourhood). However, even in the interpolation setting when o = 0, the
two-phase algorithm (without any knowledge of o) can only attain a partially accelerated
rate. Consequently, in Chapter H, we design a noise-adaptive hybrid algorithm that combines

the advantages of Algorithms 1 and 2 and can get an accelerated rate in most scenarios.
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Chapter 5

Experimental Evaluation

Gradient Norm (log)

0 1000 2000 3000 4000 5000 6000 7000
Iteration

(a) kK =1000 and r = 102

,_.
2

e
2 9

Gradient Norm (log)
5
L

0 1000 2000 3000 4000 5000 6000 7000
Iteration

(d) kK = 1000 and r = 10~4

1072 v V'%

._‘
2

Gradient Norm (log)
g

- e e

0 1000 2000 3000 4000 5000 6000 7000
Iteration

._‘
b

(g) kK = 1000 and r = 1076
-@- SHB -4 2P-SHB

Gradient Norm (log)
=
5

107

0 1000 2000 3000 4000 5000 6000 7000
Iteration

(b) k =500 and r = 1072

Gradient Norm (log)
- -

5 5

& L

[
[

0 1000 2000 3000 4000 5000 6000 7000
Iteration

(e) k =500 and r = 10~*

107

Gradient Norm (log)

0 1000 2000 3000 4000 5000 6000 7000
Iteration

(h) k=500 and r = 107°

Multi-SHB-CNST

=fe= Multi-SHB

Gradient Norm (log) Gradient Norm (log)

Gradient Norm (log)

—4- scp

H
<

H
2

H
2

-5
10 0 1000 2000 3000 4000 5000 6000 7000
Iteration

(c) k=200 and r = 1072

7
0 1000 2000 3000 4000 5000 6000 7000
Iteration

(f) k=200 and r = 10~*

._.
2

,_.
2

._.
2

._‘
3

0 1000 2000 3000 4000 5000 6000 7000
Iteration

(i) K =200 and r = 1076

-l Nesterov-EXP

Figure 5.1: Comparing SHB, Multi-SHB, Multi-SHB-CNST, 2P-SHB, SGD, Nesterov-EXP, for
the squared loss on synthetic datasets with different x and noise r. Both SGD and SHB converge
to the neighborhood, but SHB attains an accelerated rate. Multi-SHB, Multi-SHB-CNST and
2P-SHB result in smaller gradient norms and have similar convergence as Nesterov-EXP.

For our experimental evaluation, we consider minimizing strongly-convex quadratics.

In particular, we generate random synthetic regression datasets with n = 10000 and

d = 20. For this, we generate a random w* vector and a random feature matrix X € R"*¢,

We control the maximum and minimum eigenvalues of the resulting X7 X matrix, thus

controlling the L-smoothness and pu-strong-convexity of the resulting quadratic problem. The
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measurements y € R™ are generated according to the model: y = Xw*+s where s ~ N(0, 71,,)
corresponds to Gaussian noise. We vary x € {1000, 500,200} and the magnitude of the noise
r € {1072,1074,107%}. These choices are motivated by Aybat et al. [2019]. By controlling r,
we can control the variance in the stochastic gradients. Using these synthetic datasets, we
consider minimizing the unregularized linear regression loss: f(w) = 3 || Xw — y||?. In this
case, A= XTX,d=2y"X and A; = X' X;, d; = 2y} X;. !

We compare the following methods: SHB with a constant step-size and momentum (set
according to Theorem 2) with a = 1 (SHB), Multi-stage SHB (Algorithm 1) (Multi-SHB),
Two-phase SHB (Algorithm 2) with ¢ = 0.5 (2P-SHB), and use the following baselines — SGD
(SGD), SGD with Nesterov acceleration and exponentially decreasing step-sizes [Vaswani
et al., 2022] (Nesterov-EXP). Additionally, we consider a heuristic we refer to as Multi-
stage SHB with constant momentum parameter (Multi-SHB-CNST). The heuristic has the
same structure as Algorithm 1, but the momentum parameter in each stage is fixed i.e.
Bi = (1 —1/2y%)%. We will see that this heuristic can result in better convergence than
Multi-SHB. However, analyzing it theoretically is nontrivial. For each compared method,
we use a mini-batch size b = 0.9n to ensure that it is sufficiently large for SHB to achieve
an accelerated rate for our choices of k. We note that using b = 0.9n on a noisy regression
problem has enough stochasticity to meaningfully compare optimization methods. We fix
the total number of iterations 7" = 7000 and initialization wy = 0. For each experiment, we
consider 3 independent runs, and plot the average result. We will use the full gradient norm
as the sub-optimality measure and plot it against the number of iterations.

From Fig. 5.1, we observe that: (i) both SGD and SHB converge to the neighborhood
of the minimizer which depends on the noise r. However, SHB attains an accelerated rate,
thus converging to the neighborhood faster. (ii) Multi-SHB, Multi-SHB-CNST and 2P-SHB
can better counteract the noise, and result in smaller gradient norm after reaching the
neighborhood at an accelerated rate. (iii) The Multi-SHB-CNST heuristic results in slightly
better empirical performance than Multi-SHB when & is relatively small. (iv) 2P-SHB results
in consistently better performance compared to Multi-SHB. (v) Across problems, the SHB
variants have similar convergence as Nesterov-EXP.

Next, we consider solving synthetic feasible linear systems with different values of x, and
examine the convergence of SHB with different batch-sizes. The data generation procedure
is similar as above, however, there is no Gaussian noise (s = 0) and hence interpolation is
satisfied. In particular, the measurements y € R™ are now generated according to the model:
y = Xw*. We vary k € {8,16,32,64,128,256,512,1024, 2048} and batch-size b = &n for
¢£€4{0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, 1.0}. We fix the total number of iterations 7" = 2000.
For each experiment, we consider 5 independent runs, and plot the average result. We will

use the full gradient norm as the performance measure and plot it against the number of

The code is available here
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iterations. We compare the following methods: accelerated SHB with a constant step-size
and momentum (set according to Theorem 2) with @ = 1 and varying batch-size £ (SHB-¢),
non-accelerated SHB with a constant step-size and momentum (set according to Theorem 1)
and a fixed batch-size b = 0.3n (NON-ACC-SHB), SGD with a constant step-size and a fixed
batch-size b = 0.3n (SGD).
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Figure 5.2: Comparison of SHB-£, NON-ACC-SHB, SGD for the squared loss on synthetic datasets
with different . For large x, SHB can converge in an accelerated rate if the batch-size is
larger than the threshold b*. The performances of SGD and NON-ACC-SHB are similar and
significantly slower than SHB when « is large.

From Fig. 5.2, we observe that (i) when & is large, using SHB with smaller batch-sizes
can result in divergence, (ii) SHB can only attain acceleration when the batch-size is larger
than some k-dependent threshold, and the extent of acceleration depends on the batch-size,
(iii) across problems, the performance of SGD and NON-ACC-SHB is similar and slower than
SHB when « is large. This verifies our theoretical results in Sections 4.1 and 4.2.

Finally, in Section 1.2, we consider the algorithm proposed in Pan et al. [2023]. We observe
that with a sufficiently large batch-size, the method converges and has similar performance

to the proposed SHB variants.
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Chapter 6

Conclusion

For the general smooth, strongly-convex setting, we developed a novel variant of SHB
that uses exponentially decreasing step-sizes and achieves noise-adaptive non-accelerated
linear convergence for any mini-batch size. This rate matches that of SGD and is the best
achievable rate for SHB in this setting (given the negative results in Goujaud et al. [2023]).
For strongly-convex quadratics, we demonstrated that SHB can achieve accelerated linear
convergence if its mini-batch size is above a certain problem-dependent threshold. Our results
imply that for strongly-convex quadratics where n >> O(x?), SHB (and its multi-stage
and two-phase variants) with a nearly constant (independent of n) mini-batch size can be
provably better than SGD, thus quantifying the theoretical benefit of SHB. In the future, we
aim to close the gap between the upper and lower-bounds on the mini-batch size required
for SHB to attain an accelerated rate. Furthermore, we aim to improve our lower-bound and
characterize the behaviour of SHB with any step-size and momentum parameter. On the
more practical side, we hope to develop SHB variants that can attain an accelerated rate
when the batch-size is large, and automatically default to non-accelerated rates for smaller

batch-sizes.
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Appendix A

Definitions

Our main assumptions are that each individual function f; is differentiable, has a finite
minimum f;, and is L-smooth, meaning that for all v and w,

fi(v) < fi(w) +(V fi(w),v —w) + g v —wl|?, (Individual Smoothness)

which also implies that f is L-smooth. A consequence of smoothness is the following bound
on the norm of the stochastic gradients,

IV fi(w)[I* < 2L(fi(w) = f7).
We also assume that each f; is convex, meaning that for all v and w,

fi(v) > fi(w) = (V fi(w),w — v). (Convexity)

We will also assume that f is u strongly-convex, meaning that for all v and w,

f(v) > f(w) + (Vf(w),v—w)+ % |lv— ng ) (Strong Convexity)
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Appendix B

Proofs for non-accelerated rates

We will require [Sebbouh et al., 2020, Theorem H.1]. We include its proof for completeness.

Theorem 5. For L-smooth, p strongly-convex functions, suppose (nx)x is a decreasing

sequence such that g =n and 0 < n; < i Define \; := 1:752]“ (1 -(1- nku)k), Ay =

lwx, = w* + A(wi = wi-1)|?, E = Ag + 2mAe(f(w—1) = f(w?)), = 72—, By =
/\klt—)?:ﬁ, 0? = E;[fi(w*) — ff] > 0. Then SHB Eq. (2.1) converges as

E[Ex11] < (1 — nei)E[Ex] + 2Lk(Pn30 (B.1)
where ( = ,/ﬁ.

Proof. We will first expand and bound the term Agyq,

A1 = JJwepr — 0" + N1 (Wi — wp)||?

= |Jwy — w* — apV fir(wy) + Br(wy, — wp—1) + M1 [~V fir(wi) + Br(wi — wi_1)]||”
(SHB step)

= Jlw — w* — (1 + Net1) Vi (wr) + Br(1 + Neg1) (wip — wpe—1) ||

= |Jwp — w* = MV fix(wi) + Me(1 = miepe) (Wi — wi—y) |
(definition of oy and fy)

= [lwx — w* + M (wp — wi—1) — ng [k (wp — wp_1) + V fir (wi)] )|
= Ap, + 0} | (wi — wi—1) + V fi(wp) |12

= 2 (wg — w* + A (Wi, — wg—1), pAg(Wg — wg—1) + V fig(wi))
= Ak + 07 IV fir(wi)I” + nip® A llwe — wi—1 |2

P

+ 2t (wg — wi—1, V fir (i) — 20epd (W — w*, wi — we—1)

— 2wy — w*, V fix (wy)) — 2 (wy, — wi—1, V fir (wi)) — 2pAE |y, — w1 ||
< Ag — np (Ai lwie — wr—1]|* + 20 (wp — ", wy — uuc—1>) — 2ngwg — w*, V fig (wy))
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+ 2 IV fix(wi)||> +20 e (wi — wi—1, V fir(wi)) — 20\ (wr — wi—_1, V fir(wy,)).
—_—
(by L-smoothness of fix)

Add Byy1 = 2541 641 (f(wg) — f*) on both sides,

Agy1 + By < Ag — np (A% lwi — wr—1]|* + 20k (wr — W™, wy, — wk71>) = 2ng(wy — w*, V fix(wy,))
+ 2L fir(wr) = fi] + 20 (wr — w1, V fir(wy))
= 2 Ak (wr, — wi—1, V fir(wg)) + 20k 41 41 (f (wi) — f7)
< A — i ()\% Jwg, — w1 || + 2 (wi — w*, wy — wk71>> — 2wy, — w*, V fir,(wr))
+ 2Lni [ fir(wr) — Fii] = 2medie (1 = moepe) (wi — wie—1, V fir(wi))
+ 201 A1 [f (wi) — f7].

Taking expectation w.r.t ix, fir(wi) — fi = [fie(wr) — fie(w*)] + [fir(w*) — f7,] then

E[Ap1 + Bi1] <E[A;] - E [Uk/l (Ai [ wy, — wy—1]|* + 2\ (wy, — w*, wy — wk—1>)}
— 2k E[{wy, — w*, V f(wy,))] + 2LrC*nio? + 2L E[f (wy) — f]

= 2 Ak (1 — mep) E[{wr — wr—1, V f(wi))] + 20k 1 e 1 ELf (wr) — 7]
(Using Lemma 2)

Since f is strongly-convex, —2n;(wy — w*, V f(wp)) < —nppe Jwp — w*||* — 2 f (wr) — f*],
then

E[E11] SE[Ar] — mepB[[Jwr — w* ||+ AF [Jwr — wie—1|* 4+ 22k (wr — w*, wy, — wp_1)]
Ag
+ 2Lk nio” + 2LRELf (wi) — £ = 2mde (1 — i) E [(wie — wp—1, V f (wy))]
= 20k E[f (wg) — 7] + 20k11 A1 E[f (wi) — f7]
< (1 — nep)E[AL] 4 2LCPnio” + 2LngE[f (wi) — f7]
= 2 Ak (1 — ) E [(wr — wi—1, V f (wy,))]
= 2k E[f (wi) — f7] + 201 A 1 ELf (wi) — 7]

By convexity, —(V f(wg), wp — wi—1) < f(wr—1) — flwg) = [f(wg—1) — f*] = [f(wr) — 7],
then

E[Ert1]) < (1 — mep)E[AR] + 2Lenio® + 2LnpE[f (wg) — ] +2mM(1 — mep) E[f (w—1) — f7]
<ALNZE[f (wi)—f*]
= 2 Ak (1 = mep) B f (wi) — f°] = 20k E[f (wi) — 7]+ 2m 1 e BLf (wi) — f7]
< (1 — mep)E[Ag, + 20e M [f (wi—1) — £7]] + 2LeCPnio® + ALNE[f (wy) — £¥]
By,
=2 Ak (1 = mep) ELf (wr) — f*] = 20k E[f (i) — 7]+ 201 e 1 BLf (wi) — f7]
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< (1 —nrp)E[E] + 2L/<c§277,%02
+ 2E[f (wk) — 7] (2L7712c — e (1 — mp) — e + 77k+1)\k+1> :
(Theorem 5 first part)

We want to show that 2Ln7 — mgAk(1 — mep) — Mk + Me+1\e+1 < 0 which is equivalent to
M1 M1 < Mk (1 — 2Lmg + A (1 — mppa)).

RHS =y, (1 = 2Lny + A (1 — mep))
= k(1 — 2Lnk) + Ak (1 — nrpe)

1—2nL .y
=nk(1 —2Lnk) + L (1 -(1- nkﬂ)k> (L — mpp) (definition of )
1—-2nL 1—-2nL
=n(1 —2Lny) — P + (1 -(1- nkﬂ)k+1)
1—2nL .
== (1= (U= )™ ) + 2L (0 — ) (since 7 > 1x)
2 N——
>0
L —2nL k1
> 1— (1= )™
T )
1—2nL .
> Mn (1 -(1- 77k+1ﬂ)k+1) (since ng > Nky1)

=Nk+1 \k+1 = LHS.

Hence,
E[€r41] < (1 — mep)E[ER] + 2LkCPnj0”
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Theorem 1. For L-smooth, p strongly-convex functions, SHB (Eq. (3.1)) with 7 > 1,

v= 4L7 v=(7) /Ta e =7, M = vy, and A = I;I?ZL (1 —(1- nkﬂ)k) converges as:
2 < C2 .2 T v 64Lo%cy¢?k% (In(T/7))?
- <= - =
Ellwr— —wil” < 7= flwo —w eXp( 4mn(T/T)) Zor 7
where C = ,/-n=b CH = ex (LL and ¢7 = 4(1—7) [1 —ex (_M)}
(n—1)5> €2* P\ 2k n(7/5) L: P P{—3L

Proof. From the result of Theorem 5 we have
E[&] < (1= mp)E[Ex—1] + 2Lr(P 0

Unrolling the recursion starting from wy and using the exponential step-sizes i

T T
E[&r] <E[&)] H (1 — ljj;) + 2Lk 0 Z { H 2 (1 - 4L>

k=1 k=1 [i=k+1

T T
< lwo — w*H2 exp 4—£ Z ¥ | + 2Lk 02 Z 72k exp ( i Z ~ )
k=1 k=1 i=k+1
——
=C =D
(M=0and 1 —z < exp(—zx))

Using Lemma 3 to lower-bound C' then the first term can be bounded as

—p *|2 T ~
|wo — w*|| exp(4LC) < JJwg — w*||” ca exp <_4/€ln(T/r)>
L

where Kk = m and co = exp (% ln(QT/T)) Using Lemma 4 to upper-bound D, we have

2
D < % then the second term can be bounded as

64Lo%co¢? k3 (In(7/r))?

2Lk(%0”D < - 5
€ v

Hence

0% ) 64Lo?coC?k3 (In(T/7))?

T
E[&7] < — w*|? =
[ T] = HwO w H C2 €Xp ( 4k h’l(T/T) 62 72T

By Lemma 1, then

5 > 64Lo?co(?K3 (In(T/7))?

E [[wr— — w*|* <2 [lwp — w* || exp <_T
“cp 4k In(T/7) e2er, ~2T
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B.1 Helper Lemmas

Lemma 1. For 5T = HwT —w* + )\T(wT — wT—l)H2 + 277T)\T(f(wt_1) — f(w*)), ET 2

4(1—y) _py

cr |lwr—1 — w*||* where ¢, = =z [L—exp (=57)]

Proof.

E[ér] = E[Ar] + E[Br] > E[Br] = 2Arnr E[f (wr—1) — f7]

Hence, we want to lower-bound A7 nr and we do this next

1 | py "
Arnr = T 1—11- 5T (Using the definition of n; and Ag)
Lt
> T’y 1 —exp (—T’yT gZﬂ (Since 1 — x < exp(—z))
1—y : By . _ (YT
= _1 —exp (_2L)] (Since v = (T) )

Putting everything together, and using strong-convexity of f

4(1 —
Bler) > 020 [1— e (~42)] B -y — v

i=cp,

O
We restate [Vaswani et al., 2022, Lemma 2, Lemma 5, and Lemma 6] that we used in our

proof.
Lemma 2. If
o? .= E[fi(w") — f],

and each function f; is p strongly-convex and L-smooth, then

* * n—b
o = Eplfs(w*) - f5] <& MUQ
———
=2
Lemma 3.
~T 2T

= In(7/r)  In(7/r)

)I/T and any k > 0, with ca = exp (%lnfﬁ),

Lemma 4. For vy = (%
T T 2 2
1 - 4k*co(In(T/r))
E 2k i 2
—_ E < = ' 77
1&:1’y eXP( k 7) B e2y?T

i=k+1
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Appendix C

Proofs for non-accelerated rates
with misestimation

A practical advantage of using Eq. (3.1) with exponential step-sizes is its robustness to
misspecification of L and p. Specifically, in Section C.1, we analyze the convergence of
SHB (Eq. (3.1)) when using an estimate L (rather than the true smoothness constant).
In Section C.2, we analyze the convergence of SHB when using an estimate [ for the
strong-convexity parameter.

C.1 L misestimation

Without loss of generality, we assume that the estimate L is off by a multiplicative factor v i.e.
L= % for some vy, > 0. Here v;, quantifies the estimation error with vy = 1 corresponding
to an exact estimation of L. In practice, it is typically possible to obtain lower-bounds on
the smoothness constant. Hence, the v, > 1 regime is of practical interest.

Similar to the dependence of SGD on smoothness mis-estimation obtained by Vaswani
et al. [2022], Theorem 6 shows that with any mis-estimation on L we can still recover

the convergence rate of O (exp (_TT) + %) to the minimizer w*. Specifically, Theorem 6

—min{l:j’l}T) + maX{V?’l}(02+A7~f max{ln(z/L),O})> '

demonstrates a convergence rate of O < exp (

The first two terms in Theorem 6 are similar to those in Theorem 1. For vy, < 1, the third
term is zero and the rate matches that in Theorem 1 upto a constant that depends on vy
For vy > 1, SHB initially diverges for kg iterations, but the exponential step-size decay
ensures that the algorithm eventually converges to the minimizer. The initial divergence
and the resulting slowdown in the rate is proportional to vy. Finally, we note that Vaswani
et al. [2022] demonstrate similar robustness for SGD with exponential step-sizes, while also
proving the necessity of the slowdown in the convergence.
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Theorem 6. Under the same settings as Theorem 1, SHB (Eq. (3.1)) with the estimated

L= VL results in the following convergence,
L

E |lwr—1 — w*||?

) min{vy, 1}T «
< k2 2 o
S cr exp< 2K In(7/r)
co 32Lk3¢%* In(T/7) vi 9
aF E 62")/2T X |: max 1, E IH(T/T)CT

+ (max{O,ln(VL)} (UQ +24; — 1)) }

VLK

where ¢y = exp (im?ﬁ) ko = Tlil((;/i)), and Ay = maX;e|p,] E[f(w;) — f*] and

cp = 231 [1 - exp (-47)]

Proof. Suppose we estimate L to be L. Now redefine

1
k= ="k
Ui 2L7

1—2nL
e

A, = Hwk —w* 4+ A (wy, — wk_l)H2

B = 2 M (f (wi—1) — f(w"))

&, = Ay + By

A = (1= =mp)

Follow the proof of Theorem 5 until Theorem 5 first part step with the new definition,

E(€it1] < (1 — nep)E[Ek] + 2Lk nio? + 2E[f (wy) — f7] (2L771% — e (1 — ) — i + 77k+1;\k+1)
)

(C.1)

G can be bound as

G = 2L} — e Ne(1 — Mett) — M + M1 M1
= (200 — 1) — e (1 = 1ft) 4 Ny 1 kg1

. 1—2nL .
= ne(2Ln, — 1) + ne(1 — 2Ln) — 1 (1 —(1- nku)’““) + Mhe1 Akt 1
(definition of Ay)
. 1—2nL .
< 2n(Lny, — Ln) — d (1 -(1- 77k+1,u)k+1) + Mot 1 A ke+1 (M1 < i)

= 205 (L — L) — M1 Mot + M1 Mt
= 2ny.(Lnx, — Ln)
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Hence Eq. (C.1) can be written as
Elér11] < (1 — m)E[Ek] + 2Lr(nio” + 4B[f (wy) — f*]nk (L — Ln)

First case if vy <1 then Lng — f/n < 0 and we will recover the proof of Theorem 1 with a
slight difference including vy.

4 viT v 32Lk(20%cok? (In(T/r))?
(6] = flwo = w7l CQeXp( 2k ln(T/T)> 2 V2T
Second case if v;, > 1

Let ko = Tllfll((}'/i)) then for k < ko regime, L, — Ly > 0

E[€r+1] < (1 — mp)E[E] + 2LrCPnio” + 4E[f (wi) — f*]mi(Lnk — Ln)

Let Ay = max;e ) E[f(w;) — f*] and observe that Ly, — Ln < L, ”fj;l then

A A v —1
E[€x 1] < (1 — mep)BE] + 2LkCnio” + ALnf A=
v 4 vy —1
= (1= ELOMRIE,] + 2L(kC20% + 20 222y 2
2L VL
C5
Since vy, > 1
Eféi] < (1= 57 EEri] + con?
Unrolling the recursion for the first kg iterations we get
R R ko—1 ko—1 ko—1 m
siéu) <Biéol I1 (157 v X0t TT (1-57%)
k=1 2L i=k+1 2L

Bounding the first term using Lemma 3,

ho ! roy poy — ok
1— k) < _r
H( 2L7>—6Xp< 2L1—7>

k=1

Bounding the second term using Lemma 4 similar to [Vaswani et al., 2022, Section C3]

ko—1 ko—1 ko 2 2
9 I ¥ 16k ko In(T/7)
1—— 1
Z Tk H ( 2Lfy> exXp <25(1_7)> 2 T2

2
k=1 i=k+1 ey

Put everything together,

5 — A ko 16%2 ko In(T/r)?
B8 1 < lwn — w*II2 I e iake gl 0
[Sko] = H'LU() w H €xp ( oL, 1— y + C5 €Xp 2%(1 _ ,y) 62'}’2 T2
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Now consider the regime k > kg where Ly — ﬁn <0

2

A o l/
El€i1] < (1= 229" EIE] +2La(%0? 27

l/%0'2 2

<(1-LAMEE
<(1-3 L’Y JE[E] + =7
Unrolling the recursion from k = kg to T
5 5 d K VLH@ g
Elér] <Bléi,] [T (1 - Lo + > o2 I -2
k=ko k=ko i=k+1
Bounding the first term using Lemma 3,
T ko _ ATH+1
H (1 - lZVk) < exp (_2/;;’}/1”)/)
k=ko 2 -7
Bounding the second term using Lemma 4 similar to [Vaswani et al., 2022, Section C3]

T T T+1 2 2
9 p 07 16x° (T — ko + 1) In(T/7)
_ 7)<
> 1 (1 QL%) = oxp (25(1 ’y)) 2 T2

2
P e

Hence, put everything together

ﬁVkO -y 4 V%K’ngz exp 7 16k (T — ko +1) In(7/)?
2L 1~ 2L 26(1 — ) ) 292 T

Eér] <E[,] exp (-
Combining the bounds for two regimes

ko _ ~AT+1 _ ~ko ko 2 T 2
: B = .2 By = g 16+~ ko In(*/7)
E[&7] < exp <_2L T ) <|w0 —w*||” exp <_2L 1=~ ) + c5exp (2/@(1 _7)> 22 T2

vikGo? exp < 7 > 162 (T — ko + 1) In(7/7)?
2 7)

2L k(1 — e?~2 T2
— uo— wtPexp [~ 4 gpexp (o | 205 ko In(T)r)”
0 2L 1—7 > 2k(1 — ) ) €242 T2
N viK(o? exp AT+ 16K% (T — ko + 1) In(T/7)?
20 = e 7

Using Lemma 3 to bound the first term and noting that % < W let co = exp (% ln(QJ/T)>

~y ) 16¢92 ko In(T/r)2 N vik(20? 16cok? (T — ko + 1) In(T/r)?

E 5 < _ %12 <_
[€1] < [lwo — w™[|” exp 2% In(7/r) 5 22 T2 27, e2~2 T2
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Substitute the value of ¢5 and kg we have

4 N V2 k(%0?% 8cak? In(T/7)?
E[gT]gHwo—wH?exp( i ) L6 0" Sepn” (1))

2k In(T/r) LT e2+2
— 1\ L cor?In(v) In(T/7)
2 (k¢ + 20,2 )
+3 (/@C o+ 2Ay V1 T ¢22

Combining the statements from vy, < 1 and vy, > 1 gives us

4 . min{vy, 1}7T
IE[ET]SHwO—wHZCQeXp<— e, YT 7 )

2K In(7/7)
32Lcok? In(T/7)
e2~2T

<max {1, ﬁ} In(7T/7)k¢%0? + max{0,In(vy)} (FJ<20'2 +2Af VLV; 1))

The next step is to remove the L from the LHS, and obtain a better measure of sub-optimality.
By Lemma 1,

Note that ¢z, > 0 is constant w.r.t T". Hence,

C2 min VLlT
B lhors g | & oxp (- IT 7 )

2K In(7/7)

(max {1’ ﬁ} In(7/r)k¢?0? + max{0, In(vz)} </~€C202 +on 1>>

VL

e 32LK%In(T/7)
c,  €292T

O]

C.2 4 misestimation

Next, we analyze the effect of misspecifying u, the strong-convexity parameter. We assume
we have access to an estimate fi = p v, where v, is the degree of misspecification. We only
consider the case where we underestimate u, and hence v, < 1. This is the typical case
in practice — for example, while optimizing regularized convex loss functions in supervised
learning, i is set to the regularization strength, and thus underestimates the true strong-
convexity parameter.

v, T 1

Theorem 7 below demonstrates an O(exp (_T) + VQT) convergence to the minimizer.
I

Hence, SHB with an underestimate of the strong-convexity results in slower convergence
to the minimizer, with the slowdown again depending on the amount of misspecification.
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Theorem 7. Under the same settings as Theorem 1, SHB (Eq. (3.1)) with the estimated
fo = vup for v, <1, results in the following convergence,

( v, T v ) 32L¢%cok® (In(T/r))*
2k In(T/7) v2e?y2c, T

E lwr_1 — w*||? < [lwp — w*[[> 2 exp
Cu
1 2T

where ¢; = exp (g iy ) and ¢, = 15 [1 - exp (-2%77)]

Proof. Suppose we estimate u to be [i. Now redefine
1—-2nL 2

NkfL
By = 2mp Ak (f (wi—1) — f(w")); & = Ag + By,

Xk = (1 — (1 — Ukﬂ)k) ; Ak = Hwk —w*+ ;\k(wk — wkfl)H

Follow Theorem 5 first part steps with the new definition, the only difference was at the
step where we use strongly-convex on f for —2n;(wy — w*, V.f(wi)) < —mep ||wg — w*||* —
2ne[f (wr) — [

E[é1] < (1 — m)E[&] + 2Licio? + m(i — o) — 0|

(1 = vt ELEL + 2L¢n2o® + miy(it — ) 1wy, — w?

. 9 .
< (1= i) EE] + 2LRCP 0 + ng (v, — 1);[f(wk) = I]
(since f is strongly-convex)

= (1 — M) E[E] 4 2L6CnE0” + 20 (v, — 1)[f(wy) — f7]
Since v, < 1 then 2n (v, — 1)[f(wg) — f*] <0 so0
E[ki1] < (1 = mevui)E[E] + 2Lk nio?

Hence, following the same proof as Theorem 1

5 v, T 32LC202¢9k3 (In(T/7))2
El&r] < ||w0—w*||2czexp <— ® i >_|_ (Foceor” (In(T/7))

2k In(T/7) v2e? ~2T
By Lemma 1,
s 1o A1 —7) [ ( v m) 2
E[&r] > 1-— —£ 1 —w*

Note that ¢, > 0 is constant w.r.t T". Hence,

Ty Bl )

oz = 0 < o = w2 exp ! e
c 2k In(T/7) vie*yie, T

m
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Appendix D

Proofs for upper bound SHB

Lemma 5. For L-smooth and p strongly—conveac quadratics, SHB (Eq. (2.1)) with o = o = ¢

and a <1, B = (1 — 7,/ ) batch-size b satisfies the following recurrence relation,
T = T—1—k GCOXC T—1—k
E[[|Az[]] < Cop™ [|Aoll + 2aCo C(b [Z p E Akl + [Z p ] )
k=0
| wp —w* & _ po— Ja
where Ay := lwk_l B w*l, Co < 34/%, ¢(b) = /3 =) N

Proof. With the definition of SHB (2.1), if V f;1(w) is the mini-batch gradient at iteration
k, then, for quadratics,

W1 — W
wy — w*
AVE] H A Ok
Apr1 = HAL + ady,

V f(wy) =V firx(wy)

+o 0

*

(1+0)g—aA —plg| | wi —w*
Id 0 We—1 — W

Recursing from £ = 0 to T' — 1, taking norm and expectation w.r.t to the randomness in all
iterations.

E[JAr]] < |[HT Ao + oE

T-1
=]
k=0

Using Theorem 8 and Corollary 6, for any vector v,

of| < Cop* o] where p = V/B.
Hence,

)

e

Coa
E[|A7] < Cop™ | Aol + —7— [Z o k]E||5kH] (=
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In order to simplify d;, we will use the result from Lemma 7 and Lohr [2021],

n—>ob

1 B IV ) = V)

Ex[lI0*] = Ex [V f (wr) = V fur(wy)|°] =

(Sampling with replacement where b is the batch-size and n is the total number of examples)

n—>o * * *
= ) B IV (wn) = V7 (w?) = Vfilws) + Vfilw?) = Vfiw) |
(Vf(w") =0)
n—>b * * *
<3 gy (B IV () = V@) + B |V filwr) = 9w + B |V fi(w) ]
((a+b+c)?* <3[a*+b* + ¢?))
n — b * ES *
<30 gy Bl — 0t + LB o — 0"+ B 9 i)
(Using the L smoothness of f and f;)
n—>b N
(wy, is independent of the randomness and by definition x2 = E; ||V f;(w*)]|?)
n—>b . N
<30 gy 2E e = w7+ oo = w1+ 7]
(lwp—1 —w*|* = 0)
n—>b -
— Euf]|Ax]?] < T 222 | Ak ]” + X7] (Definition of A)

— EllAd]) < 43 5 (VR 1A +
—_———

=¢(b)
(Taking square-roots, using Jensen’s inequality on the LHS and v/a + b < \/a 4+ v/b on the RHS)

= E[ll6kll] < V2L C(0) [|AK] + ¢ (0) x

Putting everything together,

T—-1
EWATIHSCopTHAoIHﬂaCoc(b)E[Z pT—l—’“HAkH] e [Z o k]
k=0

O]
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Theorem 2. For L-smooth, p strongly-convex quadratics, SHB (Eq. (2.1)) with ap = o =

”
fora <1, B = (1— s/ ) batch-size b s.t. b > b* :=n maX{Hn T 1+<” 3 }
converges as:

E[A7] Sﬁgﬁexp< }QFLF { 12f\f}> Ao + 12fx min{l,\ja}

where Ay := |lwg — w*||, x == V/E ||V fi(w*)|?, ¢ = /3 "_ - and C := 3529,

Proof. Using Lemma 5, we have that,

T-1

1 aC

E|Az| < Cop" |80l + V2aCo ¢ [Z pt! kEHAkM +—
k=0

X T-1
[Z pT—l—k]
k=0

We use induction to prove that for all T'> 1,

2ChCax
E|[Ar|l < 2C [P-i- \/E\/a} [ Aoll + I(—p)
where p + v/(y/a < 1.
Base case: By Theorem 8, C > 1 hence ||Ag|| < 2Ch || Aol + QLCOIG%‘

Inductive hypothesis: For all k € {0,1,...,7 — 1}, [[Ag]| < 2C) [p+ \fC\/a]k | Aol +
2Co al x
L(1-p) -

Inductive step: Using the above inequality,

T—1
> T RE Al
k=0

T—1
<Co[p+ V¢ Va]" | Aol + V2aCo ¢ [Z P Y [ViVA

k=0

E |Ar| <Cop” || Aol + v2aCo ¢

Y T-1
Z ple]
k=0

aC T—1
+ OLC X Z pk]
k=0

(Since ¢,a > 0)

<Colp+ V< Va" [[Ao] + \fc;coc 8 [Zﬂ <200 o+ veval |!Aoll+2?0ai§)]

1— T
CLC()LCX 1 p (Sum of geometric series and using the inductive hypothesis)
-p
2\/§aC ¢ o | p+\f
=Co[p+ VCVal" [Ao] + == p" {Z f [ Aol
k=0
2v/2a2C3 C*x Ti(l)’“ L aCoCx1—p"
pL(1 - p) = \p L 1-p
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k
First, we need to prove that % pl [Zi:& (W) ] Aol < Co [p+ \fC\/a]T 1 Aoll-

prv/eva\'
Eon
P

(Sum of geometric series)

<2v2aC3 /< (p+ Viva)' 2l

18]l = 1A

2\/§chcpT [Tz:l <p+\[{z\/a>k

k=0

Hence, we require that,

B VACE VS Gy — (< L]
8Csa

Hence it suffices to choose ( s.t.

a 1 ' .
= (< 39935 0 (Since Cy < 3\/;)
— 3223k
n—>b 1 b 1
— 2T Using the definition of
(n—1)b — 352642 n T 14 il (Using the definition of ¢)

Since the batch-size b satisfies the condition that: % > " L__ for C := 15552 = 3526, the

C k2
above requirement is satisfied, and ¢ < 322%”
_ 2V2a2C2 % 1 [T—-1 (1\F] | aCocx1-pT _ 2Coalx
Next, we need to show D := W—Op) > ko (5) + =15 < Ti=>)

_ 2V2dC3 P 1 [Ti(;ﬂ L aCo¢x1—p"

pL(1—p) —\p L 1-p

T
1
2222 1 (3) —1 aCoCx1—pt

pL(1-p) " (%)—1 L 1-p

(Sum of geometric series)
2v2a2C3 x p1—p" p | aColx
pL1—p) © T—p o7 " L(L-p)
2v2a?C5*x | aCo(x
L(1—-p)3*  L(1-p)

2aCo (X
L(1-p)

Since we want D < , we require that

2v2a’C§ ¢*x _ aCoCx
L(1—p)* ~ L(1-p)
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Q\fCQCLC
— 1 —

Ensuring this imposes an additional constraint on . We require ¢ such that,

(< (< (Since p= 1 5/2)
_Q\fCOa T 4v2/a/k Co 2V
Hence it suffices to choose ¢ such that,
1
< Since Cp < 3,/%
NERTNG ( 0 <3/2)
Since the condition on the batch-size ensures that ¢ < 322%“, this condition is satisfied.
Hence,
2Cha(x
E|[Ar]l <2C {PWL \/QT\/&] [ Aoll + T =p)

This completes the induction.

In order to bound the noise term as % min {1, %}, we will require an additional

constraint on the batch-size that ensures ( < y/a. Using the definition of (, we require that,

n—=>bt
3 ——
(n—1)b =va
n_l_,_@’

which is satisfied by the condition on the batch-size. From the result of the induction,

E[A7| <2Co [p+ \/Z\/&} 1A +2%J“_C;)<
C a
) [1 ] o] + ZRFXBE (1)
- [1 1—2ff)] 0] + ZRFEX2SE

1 — 2y/kV/C) < 1 because of the constraint on batch-size)

SG\/fll va { 2[[}] 18] + 228X g [R2VE

NG L a va
(Co <34/%)
6 va ’ 12yax [ ¢
_%\/ﬁ [1—Mmax{ I—Q\f\/}l Aol + [ mln{l,\/&}
(¢ < Va)
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12
Vax i

111{1,

L 6V2 T a 3 .
| < W\/E exp <_/<;2 max{4,1 —2\/E\E}> [Jwo — w[| + 0

(for all z, 1 — x < exp(—x))

O

1

(Eq. (2.1)) with the same parameters as in Theorem 2 and batch-size b s.t. b > b* :=n =T
CcrZ

Corollary 1. For L-smooth, p strongly-convex quadratics, under interpolation, SHB

(where C is defined in Theorem 2) converges as:

E wr — v < 6ff exp (—fgfmax{j,l - wm}) T

Proof. Under interpolation x = 0. This removes the additional constraint on b* that depends

on the constant a, finishing the proof.

Corollary 4. Under the same conditions of Theorem 2, for a target error € > 0, setting a :
g M N2 > 2VK 122 /K ||wo —w*|| _ ¥l <
m1n{1,(24x) e} and T > NG (N 1og( Ve ) ensures that ||wp —w*| <

Je.

Proof. Using Theorem 2, we have that,

—w* @ K ex —\/6(1_2\/E\/Z)£ woy — w* 12\/axmin <
E ||wr Hg\/af p( 5 \/E>Ho | + . {1’\/&}

Using the step-size similar to that for SGD in [Gower et al., 2019, Theorem 3.1], we see that

to get /e accuracy first we consider % < % that implies a < (ﬁ)%.

We also need %\/ﬁ exp (W\%) |lwo — w*|| < % Taking log on both sides,

(_x/ﬁ(l—%/E\/f)T)QOg(\ﬁ Va 1 )
2 VE) T 2 6v2y/k [lwo —w*|

2/r 12V VR wy — w'|
IR (NN 1°g< Vae )
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D.1 Helper Lemmas

We restate [Wang et al., 2021, Theorem 5] that we used in our proof.

(1+8)g—aA Bl

1, 0
definite matrix. Fix a vector vg € R%. If 3 is chosen to satisfy
2

1>8> max{(l — a)\min(A)) (1 — a)\maX(A))Q} then

Theorem 8. Let H :=

] € R¥*2dwhere A € R¥*? is a positive

Jtol| < (VB)" Collol
where the constant

_ V2(8+1) > 1
vmin {A (8, aAmin(4)), b (8, cAmax(A))} —

and h(8,2) = — (B — (1= v3)?) (B — (L + V2.

Co:

)\max(A)

Lemma 6. For a positive definite matrixz A, denote Kk := in (A)

fora <1 and

_ (11 ) 2 _ (1. va)? o V2(8+1)
B = (1 2 O‘)‘mm(A)) B (1 2\/E) - Then, Co = /min{h(8,0Amin(A)),h(8,0Amax (A))} =

35 and h(8,2) == = (B— (1= v/2)*) (8 - (1 +v2)?).

_ L _ a —_a
—M.Seta— =7

Amax (A)

Proof. Using the definition of h (8, z) with the above setting for § and simplifying,

h(B, ap) = 3ap (1 - %\/@ - f})ozu>

_a Vva 3a .

_3%;(1_2\/%_1635) (@=1%)

(LB e
V2(1+ B) 2\@28\@\/5 K

I
|
=
A
=

" Vh(B, o)

—
=]

=
|
ale
i
q
S
|
e

v

Now we need to bound % Using the definition of h (f3, z) and simplifying,
1 1
h(B,al) = (2Val — \Jap — oL + Za,u)(,/ozu +2vVal +al — Zau)
PUN U
2k 16k2
(setting @ = a/L and expanding above)
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1 al/Q 1&1/2
:a[4——2+—a<1 16“2
1

:a[z;—i—\/i(;g—%lg/g) a(l_ +16m2)}

Since&21,%—ﬁ>0andl—i
1 2 1 1 1
hBal)>ald—=— (= — )~ (1- —+— <Ja<l1
(ﬁ,a)_a{ K <\/E 2;@3/2> ( 2/i+16/€2>:| (a<va<1)

1= (e 5m) (145 162
“ N 2% | 16K2

Both % — 25%/2 and 1+ i + 1622 are decreasing functions of x for k > 1.

Hence, RHS(k) := [4 - (% - %%/2) — (1 + i + 16%)} is an increasing function of x. Since,

h(8,aL) > RHS(x) > RHS(1) for all x > 1,

1 1 1 15a
h L)y>al4-24+--1—-=-——| =— <1
Bal)zalt-2+45-1-5 - 1| = (5<1)
Using the above lower-bound for \/?lE;FBL)) we have
V2(1+6) _ 8v2 _ 3
h(B,aLl) — v/15a ~— +a
Putting everything together we get,
Co < ma {3\/E 3} = C <3\/E
0 S max @’ Ja 0= a
O

Lemma 7. For batch sampling method where each batch is sampling without replacement
from the dataset.

n—=>b
(n—1)b

E |||V fo(wr) = V F(we)|*] = E [[|V fi(wy) = Vf(wi)]?]

where V fy(wy) = %Zieg V fi(wy,)

Proof. First, B[V fy(wp)] = E [} Yiep Vilwi)| = 3 Licp EIVfilwn)] = § Sies VF (i) =
V f(wg). Then we will calculate the variance of V fi(wy),

Var (V f(wg)) = Var < Z V fi(wg )

i€B

= —Var (vaz wk>

i€B
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1 n
= b—2Var <Zl \V fi(wk)XZ)

where X; is an indicator if sample ¢ is in the batch B

i,keN
= Var (V fy(wy)) (ZVar V fi(wi) X;] + 2 Z Cov [ij(wk)Xj,ka(wk)Xk])
i=1 J#k

Denote V f;(wy) = V; and V fy(wy) = V}, for simplification, hence

bn—>
Var [V;X;] = VZVar [X;] = VQn n - (a sample is in the batch with probability %)

Cov [Vij, Vka] = E[V]X]kak] — E[VJXJ]E[Vka]
= ViV (E[X;X,] — E[X;]E[X])

. . . n—2 n
Since E[X;X}] = Pr[both samples i, j are in the batch] = (b B 2>/<b> and E[X;] =
E[Xi] = 5
bb—1) b2
X, VX 0= 2
— Cov [V ],Vk k] \Y/ Vk (n(n_ 1) n2>
B b(b—n)
= V]anQ(n )

Plug back to Var (V) then,

n 7,kEN
Var (vy) = & (2020 [Z v?] TP S
b n P n?(n —1) ot
n—>o n—1 2
= Vil -5 D VvV
(n—l)b( n? Lg; Z] n? ;{ Ivk )
n—=b 1 & 1 | n
_(n_l)b(lnzml — D Vi+2> V;Vi )
i=1 i=1 j#k
- o= (B1v3 - (Ev2))
(:__f)b\/ar (Vi)

— E[IVfi(uw) = VH0I] = =558 194w = Vo)l
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Appendix E

Proofs for lower bound SHB

Before looking at the general lower-bound for n samples, it is instructive to consider the
lower-bound arguments for a 2-sample example. The arguments for the general n-sample
example are similar.

Theorem 9. For a L-smooth, i strong-convex quadratics problem flw) =5 . 2wTA w
with 2 samples and dimension d = n = 2 such that w* = 0 and each A; is a 2-by-2

matrix of all zeros except at the (i,7) position, we run SHB (2.1) with a, = o = %,
Br = (1 — *«/ ) With a batch-size 1, when k > 6, after 37T iterations, we have the

following: if Ay := <wwk >, forac=1.1>1,
k—1

E[[|Asr]|’] > ¢ [|Ao|l*

0 0

0 L)’ and hence A =

W1 — W* _
wy, — w*

(2)

Let w,i ),wk be the first and second coordinate of wy respectively, A( 9) is the element in
(i, j)-position of A. Since w* = 0, the above update can be written as:

(14 B)1; — oAy, —del [ Wy — w* 1

1 0 Wg_1 — w*

o] 8- aal 0 -5 07w
wl(c—al _ 0 1+8— aASf’Q) 0 -8 w,ﬁ )
w' 1 0 0 0| |w,
w? 0 1 0 0] |w?,
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Hence, we can separate the two coordinates and interpret the update as SHB in 1 dimension
for each coordinate.

Subsequently, we only focus on the second coordinate which corresponds to L (Al(€2’2)) in
matrix A.

Wit1 = wg — aAPwy + Blwy, — wy—1)
2A22
W 1 0 Wk—1

Denoting Ay, := (wwk ), the above update is
k—1

Apy1 = Hp Ay

1 0 1 0
(corresponding to A3%2 = L) with probability 0.5.

where Hy, is either H; := (1 MG _6> (corresponding to A% = 0) or Hy := <_1 +8 _ﬁ>

In order to prove divergence, we will analyze three iterations of the update in expecta-
tion. We enumerate across 8 possible sequences (depending on which sample is chosen):
(1,1,1),(1,1,2)...(2,2,2). For example, if the sequence is (1, 1,2), the corresponding update
(across 3 iterations) is:

Agy3 = H11,2) Ax where H(y 1 9y := HoH1 Hy

We denote H; to be the matrix corresponding to the i-th permutation. For example, H; :=
H(1,1,1)- Next, we analyze the suboptimality |AL|I? in expectation.

18
E[||Apss|®] = 3 > [ Hi A (probability for each of the 8 sequences is 1/8)
i=1
Representing Ay in polar coordinates, for a 0 € [0,27], Ay := rp¢r where r, € Ry and
b = sin(f)
k= \cos(y) )’
A 2
Ell Aessll”] = g D il
i=1

2 8
,
= gk S I Hionl?
i=1
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In order to analyze the divergence of SHB, we define the norm square increase factor

E[|Agys?]
U= +
lAgl®

_ E[||Ag13]%]
1Ak

2
T8 M|
== (1862 = Iradel® = 72 || 6ell?)
r2 | x|
LY [ Hadnl?

AT
lg 2 2

= 32 Ml (loel® = 1)
1=1

¥ depends on ¢ and hence it is a function of ;. Using symbolic mathematics program-
ming [Meurer et al., 2017], we can calculate ¥ as an expression of 3,6,

18 . 2
vy ()
= — B%sin(26) + ¢ 4 387 sin(26) + B° cos(260) — 33°
— 58%sin(20) — 26 cos(20) + 64*
+ 2% sin(26) + 36° cos(26) — 333
— 2% sin(20) — 332 cos(26) + 567 — cos(260) + 1

We first verify that ¥(g,6) is monotonically increasing w.r.t 8 € [0, 1] by taking derivative
of ¥(8,0) w.r.t 5. We plot the derivative for 8 € [0, 1] and 6 € [0, 27]. From Fig. E.1a, we
can see that the derivative of W(f, ) is positive for 5 € [0,1] and 0 € [0, 27].

Choosing 8 = 0.63 (corresponding to k = 6), we plot ¥ against # in Fig. E.1b and minimize
¥ w.r.t 0, finding the minimum to be 1.1. Since min(¥) = 1.1 > 1, the sub-optimality is
increasing in expectation for any Ay when § = 0.63. Hence, since ¥(/3,6) is monotonically
increasing with respect to § (Fig. E.la), when x > 6 (correspond to 5 > 0.63), for an
arbitrary Ag,

2 2
E[l|Ars]I"] > cE[[| A7)
where ¢ > 1.1 for all k > 6. Unrolling the recursion starting from 0 to 37,

E[|As7]|*] > ¢ | Aol

Since ¢ > 1.1 > 1, the second coordinate will diverge and SHB will diverge consequently
(Fig. E.1c). O
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1 2 3 4 H 6 o 200 400 600 800 1000

(a) 3D plot of derivative of (b) Plot of ¥ against 8 for 5 = (c) Plot of SHB vs SGD for the

U(3,0) with respect to S for 0.63 2-sample case with b =1, K = 6.
B € [0,1] and 6 € [0,27]. The SHB diverges while SGD con-
whole plane is above 0 hence verges

U(3,0) is monotonically increas-
ing for 8 € [0, 1] for any 6.

Figure E.1: Figures for 2-sample SHB lower bound proofs

Theorem 3. For a L-smooth, /i strongly-convex quadratic problem f(w) := % Yo %wTAiw

with n samples and dimension d = n = 100 such that w* = 0 and each A; is an n-by-n
matrix of all zeros except at the (i,i) position, we run SHB (2.1) with ay = a = 2

I’
2
B = 0 = (1— l\/aﬁ> Ifb< —1L - pand Ay = s , for a ¢ > 1, after 6T
z 1+e3.3ﬁo.6 Wr—1

iterations, we have that:

E [[|aer]®] > e[| -

Proof. Denote L = max;ey, Agi’i) and @ = min;ey Agi’i). For the strongly-convex quadratic

objective function f(w):= 13" Twl 4w, w* = 0.

Since each A; is diagonal, similar to Theorem 9, we can separate the coordinates and consider
SHB in 1 dimension for each of the coordinates. Subsequently, we only focus on coordinate
that corresponds to the largest ALY

;0 le. u = arg maxep AEM)~ The update for this coordinate
is given by:

Wit1 =wy — oV fir(wg) + B(wy — wi—1) ,

where V fir(wg) = § Yiep, Vilwr) = 3 (ZieBk A§“’“)) w. Hence,

1 u,u
Wht1 =Wk = O (E A§k’ )> wy + Blwy — wi—1)
b
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Similar to Theorem 9, we calculate the smoothness of f(w) as I = Amax (V2f(w)) =

Amax (% o Ai) = % Hence a = % = 7 and the full update can be written as:

n u,u
W1 =Wk =~ 37 (Z Al )) wg, + B(wg — wi—1)

1€ By

(u,u)
— (wk+1>: (1+ﬁ_zzl’63ﬁ{‘i _5) <wk>
Wk 1 0 Wg—1

In each iteration, we randomly sample (without replacement) b examples. Hence, the
probability that A, is in the batch is %. When A, is in the batch, > ;cp, Agu’u) = L. On the
other hand, when A, is not in the batch, > ;cp, Agu’u) = (. Similar to Theorem 9, we define

Ay = (wwk ) Hence, the update can be rewritten as:
k—1

A1 = HpAg

1 _
where Hj, is either H; := ( 41_6 0’8> wW.p p1 = ”T*b (corresponding to when A, is not in

he batch) or Hy:= (18 T2 P =1-p =2t di hen A, i
the batch) or Hy := 1 o | WP 2= — p1 = o (corresponding to when A, is

in the batch).

We will use the same technique as in Theorem 9 and analyze six iterations of the update in ex-
pectation using symbolic mathematics programming [Meurer et al., 2017]. For this, we denote
H; to be the matrix corresponding to the i-th permutation of 26 possible sequences and p; to
be the probability of that sequence. Therefore, p; is a product of p1, po corresponding to ma-
trices Hy, Hs in the i-th sequence. For example, when Hy = Hy 11,11,y = H1H1H1H1H1 Hy,
p1 = pS. Writing the suboptimality ||Ax||* in expectation,

26
E | Arisl? =D pi [H:i A
=1

Representing Ay, in polar coordinates, for a 0 € [0,27], Ay := rr¢r where 1, € Ry and

3 2
o = <§;I;((ZZ ))> The norm square increase factor ¥ := ]%;TIQ]] is given by:
2
_Ef[Akiell
= 2
[ Al
6
TR i | Had?
r2 [I¢wl®

26
=" pi I Hiol?
i=1
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— 3% sin (26) + 8" + 98" sin (26) + B cos (26) — 98" — 255" sin (26) — 78" cos (26) + 258" + 194 sin (260) + 128° cos (26) — 188" +
76%sin (26) + 26" cos (268) — 128% — 37 sin (26) — 787 cos (26) + 587 — 48%sin (26) — 65° cos (26) + 88° — 287 sin (20) + 23° + B* cos (26) —

'+ % cos (26) — B — 5003 sin (260) B 508 cos (260) N 550310 . 28003" sin (26) . 800" cos (20) B 32004° B 35003% sin (260) B

) b b b i ) b ) b
23505° cos (26) 43508 130057 sin (26) | 40057 cos (26)  16004” 1400ﬁ"biu(29)+23505“cus(261 285083°

b b, b b b b b
13003%sin (20)  8003%cos (20)  20008°  1003"sin (20) 55087 cos (26) 35081 1003%sin (20)  8003% cos (260)  8003°

L b D D b b b b D . b
1005”sin (26)  50°cos (26) | 1505”  50cos(26) 50 1000003 sin(26) 250005 cos (26)  1250003° 3000005 sin (26)

b - b b b b 2 ? 2 2 +
18000057 cos (26) 42000037 300008°%sin (20) 170000435 cos (26) N 1100008°  2300008° sin (26)  24000085° cos (20) N
B2 o b2 - B - B2 2 - B2 o b2
4200008 700008'sin (24)  450008%cos (20)  4500058%  300003%sin (26) 1800005 cos (26)  1800003°
B - F) + B] T B + B + G - B) +
b2 2 2 b2 b2 b2 b
40000+/28%sin (26 + Z)  800003%  25000cos (26) 25000  100000005°sin (26)  50000003° cos (26)  150000005° N
B2 - B2 - 2 B - B - B3 B
1200000037 sin (26) N 160000005° cos (28) 2400000037 110000005 sin (26) N 50000008 cos (26)  170000003*
5 b - B 3 (S - b3 -
30000005° sin (2¢)  160000004” cos (26) = 160000005° 60000005 sin (26)  90000005° cos (26)  150000005% 5000000 cos (26)

b bt b b3 b3 b3 3
5000000  5000000004/24" sin (29 -+ i) 10000000003 10000000043% sin (26)  50000000043% cos (26)  5000000005°
— 4+ " —

b3 bt [ b bl bt
40000000032 sin (26) 80000000082 cos (26) 120000000082 500000000 cos (26) 500000000 1000000000032 sin (28)

B X B B Bt 15
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Figure E.2: ¥ as a function of b, 5,0

Using symbolic mathematics programming, we write U as a function of b, 5,0 (see Fig. E.2
for the complete expression) and analyze ¥(b, 3,0). Similar to Theorem 9, we first show that

U(b, 3,0) is monotonically increasing w.r.t 5. Using the expression of \I’,B(b, B,0) = %}jﬁ,a)’

for each b € [n — 1], we plot \Illﬁ(b, B,80) for 5 €[0.25,1), 6 € [0,2n] and observe that \I//ﬁ is
positive. In Fig. E.3a, we show an example plot of \Illﬁ (b, 5,0) when b = 70. Furthermore, we
discretize 8 and € to numerically verify that for any b € [n — 1], \I/:B(b, B,0) is greater than 0.

In Table E.1, we show an example for values of \I':B(b, B,0) when b = 70. Hence for every
ben—1], ¥(b,5,0) is a monotonically increasing function in £.

Next, for each batch-size b € [n — 1], we minimize ¥(b, 5,0) and find 5*(b) as the smallest (3
such that W(b, 5,60) > 1. In Fig. E.3b, when b = 70, we plot minimum of ¥ (b, 8,6) w.r.t ¢

and show the corresponding 5*(b). Since W(b, 3, 6) is monotonically increasing w.r.t 3, we
conclude that for a fixed batch-size b € [n — 1], V0 € [0, 27], VB € (8*(b), 1), ¥(b,3,6) > 1.

From the definition of /3, we can calculate the corresponding x for any § € [0.25,1) as

2
K= (M) . Hence, for a fixed batch-size b, the coordinate u (and hence SHB) will

diverge if K > k*(b) (corresponding to 5*(b)).

From Theorem 2, we see that the batch factor equal to ﬁ must be sufficiently small

to ensure convergence of SHB. In particular, SHB converges at an accelerated rate if
ﬁ < ﬁ Hence, in order to derive the lower-bound, we plot log (ﬁ) against
log(k*(b)) in Fig. E.3c. We observe that for larger x*(b), the batch factor is smaller. In other

words, when & is large, SHB requires a larger batch-size to avoid divergence.

In order to quantify the relationship between x*(b) and b, we calculate the best-fit line for
our plot in Fig. E.3c using linear regression. The slope corresponding to the best fit line is
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—0.6 and the y-intercept is —3.8. Hence, we can conclude that,

log <(n”_1b)b> < —0.6log(k*(b)) — 3.3

n—=ob e 33
(n—1)b ~ (5 (b))00
(n—1)b

— (H*<b))0,6 >

Previously, we have shown that ¥ (b, k,0) > 1 for all K > x*(b). Hence, ¥ (b, k,6) > 1 when

KO'G > (K*(b))o‘ﬁ
0.6 (n—1)b
” (n—b)et
n—=>b - 1
(n—1)b "~ e33x06
b 1

— <
—1
n 1+ 637.143,{0.6

= K

1+ =537

711_1 n = Q(/{O.ﬁ) the norm square increase factor
I+ =355 ’
e3-3(x)0.6

U (b, k,0) will be greater than 1 which leads to divergence. For an arbitrary Ay,

Therefore, when the batch-size b <

E | Apisl® > cE[|Ag)?
= E|Aer|* > T || Ao

Since ¢ > 1, SHB will consequently diverge. In Fig. E.3d, we plot the gradient norm of SHB
for k = 10 and observe that when b = 10 < —L——n, SHB diverges empirically verifying

1+53~3(n)0~6
our lower-bound. O
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(a) 3D plot of derivative of W(b,3,0) with re- (b) Plot of minimum (b, 8,6) with respect to 6
spect to 8 for a sample b = 70, 8 € [0.25,1) for a sample b =70, 8 € [0.25,1) and 6 € [0, 27].
and 6 € [0,2x]. The whole plane is above 0 [*(b) is smallest 8 such that ¥ > 1.

hence ¥(70, 3, 0) is monotonically increasing for

B € [0,1] for any 6.

0 — best-fit 1074

1016

|
]
L

10%2 4

|
iS
L

108

Grad norm

log{(N-b)((N-1)*b))
&
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(¢) Plot of log batch factor log( n—b ) against (d) Plot of SHB vs SGD for the n-sample case
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log(k*). Using linear regression, the slope of the with £ =10, n =100, b = 10 < 1+63§(ﬁn'

best fit line is —0.6 and the y-intercept is —3.8  SHB diverges while SGD converges

Figure E.3: Figures for n-sample SHB lower bound proofs
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0 B
0.250 0.333 0.416 0.500 0.583 0.666 0.749 0.833 0.915  0.999

0 0.120 0.299 0.667 1.364 2.608 4.719 8.168 13.643 22.137 35.083
0.2r 0.203 0.387 0.701 1.216 2.037 3.311 5.238 8.102 12.283 18.281
0.47 0490 0.891 1.532 2.,515 3970 6.065 8.962 12.911 18.151 24.968
0.6r 0.584 1.114 2.012 3.466 5.734 9.160 14.193 21.423 31.632 45.902
0.8 0.354 0.748 1.477 2.754 4.892 8.333 13.703 21.875 34.094 52.153
1.0r  0.120 0.299 0.667 1.364 2.608 4.719 8168 13.643 22.137 35.082
1.2 0.203 0.387 0.701 1.216 2.037 3.311 5.238 8.102 12.283 18.281
147 0.490 0.891 1.532 2,515 3.970 6.0565 8.962 12911 18.151 24.968
1.6m 0.584 1.114 2.012 3.466 5.734 9.160 14.193 21.423 31.632 45.902
1.87 0.354 0.748 1.477 2754 4.892 8333 13.703 21.875 34.094 52.153

2 0.120 0.299 0.667 1.364 2.608 4.719 8.168 13.643 22.137 35.083

Table E.1: Values of \II:B(b,B, 0) when b = 70 for different 8 € [0.25,1) and 6 € [0, 27]
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Appendix F

Proofs for multi-stage SHB

Theorem 4. For L-smooth, p strongly-convex quadratics with x > 1, for T > T :=
32°VE max {4r,€*}, Algorithm 1 with b > b* := n max { o T . - o } converges as:
cr2 7

In(2)

T 24 kV/Ch X
E |lwyr — w*|| < 6v2 G kY ex (—) wy —w*|| + —— =
H T H 3 p 8\/E || 0 || /J,(KZ — 1) \/T
293, [k 1+210g? %
where C := ( 11’1(2)( )> , O3 := W and C := 3°26.

Proof. Stage zero consists of Ty = % iterations with o = % and g = (1 — 7) . Let T;
be the last iteration in stage i, Ty = T. Using the result of Theorem 2 with a = 1 for Ty
iterations in stage zero and defining A := wy — w*,

6v/2 Va T o 12vax ¢
E [Jwy —w*|| < \ff p( 1 f) |wo — w*|| + . mm{l,\/&}
B Ag, | < 6v2v/A exp |~ ) g — ]| + X min {1, -5
8y o Va
< 6vaVE exp (—g =) = + =X

We split the remaining % iterations into I stages. For stage i € [1,1], we set a; = 7 and
choose a; = 27". Using Theorem 2 for stage 1,

BlAn < 6v2) /2 exp (L) B Ag |+ 24 min{l, ¢ }

V@i
) 1 T; 12
i/2 X
< 6v22 \/Eexp< 1902 \f>E”AT_1H+ 92
< ' 1 1 _ L \g|ap 12X
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Now we want to find T; such that (i/2 + 5)In(2) + In(y/k) — 5ol < — st

27‘/24\/E - 2(7‘+1)/24\/E.
A 4 Ly w((¢ n n(vk
= T, > (2_\@)2 2VE((i/2 4 5) In(2) + In(V/k))
o 4 W2 Jr((i n n(ve
= ;= {(2_\@)2 2VE((i/245)In(2) +1 (\f))—‘

—

— =2 ﬂ1_1<<z‘/z+5>1n<2>+1n<ﬁ>>z2ln<2><i/z+5>+21n<ﬁ>z<z‘/z+5>+1n<m>

. exp( < exp(~(i/2+5)

T;
z+1)/24 \f
Define p; := £ exp(—(#/2 +5)). If we unroll the above for I stages we have:

I
12X i
E[|Ag ||| < HmEnATOrH 22 /2 H pj
= Jj=i+1

I I
exp Z(z‘/2+5)—fln/<c)>EHATOH+ 12X22 z/2exp< > (j/2+5)—iln/<;)

=1 Jj=i+1

Jj=i+1

12 T—i)(I+i+1
exp (—12/4—Tnk) B[ Ag|| + XZQ_’/QeXp<( Z)<4+Z+ )—iln/<;>

(I2-i241-9)

I2/4— Ink) E | Ag, | + 12XZQ ) G ) IS

<exp (—12/4— k) E[|Ag | + =% 12X 22 1/2exp( EI: (j/2)—iln/1)
(-
exp (-

(since 2 < e)

12 &
= exp (—12/4— I'nx) E||Ag,| + 7’“22(%) exp(—ilnk)  (since I2 > i2)
i=1
< exp (—12/4—IIHH)EHAT ||jlei ! (Simplifying > )
= 0 (H—l) 2(5) P
12 xk 1
<exp (—I?/4) E||Aq || + —2—
(=12/4) Bllan |+ o2 nes
Putting together the convergence from stage 0 and stages [1, I],
T 12x 12 xk 1
El||Ar||] < ex —IZ4<6\f /iex< )w—w + >+
llar]] < p( /1) (8vavi exp (—g o ) llwo —wll+ =% ) + 5 s
T 12x 12 xk 1
< G\f\/ﬁexp< ) wo — w*|| + )+
2(%) ( SV oo =l =) 1) 5
24 xK 1
< 6\[\/Eexp( > w—w*)—{— F.1
o ( sy 10 =) = 5 (1)
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Now we need to bound the number of iterations in 3-7_; 7.
! I

P [PG)

1
< 8> 2/2/k((i/2+ 5) In(2) + In(Vk)) + I
i=1

272/k((if2 + 5) In(2) + In(v/k)) + 1

< &/EXI: 2@'/2{42' + 1n(\/E)} +1 (For i > 1)
=1

< 8\/E{4I + 1n(\/E)} XI: 202 4 1
=1

o(I+1)/2

< 8\/E{4I + 1n(\/g)} e
< 16v/k [51 + In(y/k)] 2UD/2

+1

Assume that I > In(y/k). In this case,

I
ST <192k 12072 (F.2)
=1

We need to set I s.t. the upper-bound on the total number of iterations in the I stages is
smaller than the available budget on the iterations which is equal to 7'/2. Hence,

r > ﬂ\/ﬁ exp (111(\@) I) (I ln(\/§))

2 = n(v2)
= exp (ln(\/i) I) (I ln(\/i)) < M — IIn(v2)<W (W)

(where W is the Lambert function)

Hence, it suffices to set I = L L_w (T ln(\/i)ﬂ. We know that,

In(+/2) 384/k
1 T In(v/2)
£> 1n(\/§)W( 384\/E)_1
2~ 2
1/(2In(v2))
1 T1 2
= exp (2) >4/1/e (exp (W( 381411(%)>>
T In(v/3) 1/(2In(v2))
384 /K . T
=/1/e VV(TIL(CE)) (since exp(W(x)) = W(I))
384 /k

For x > €%, W(z) < /1 + 2log?(z). Assuming T > T’fé/\geg SO Zéi(\\/g) > e?,
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— 1/1n(2)

exp (é) > m \/ 384+/n

1+ 2log? (gg\/@)

Since 2% = (exp(z))™?),

In(2)/1n(2)
Tln(\/i)
2(3) = (exp(1/2))m® > (y/1/¢)® 384k
\/1 + 2log? (Z;Z(ﬁ))
T In(+/2)
n n 384 /K
= (exp(1/2))"®) = (y/1/e)"® L
1+ 210g? (L2
T In(
o <2\/1+2log (Gmlv2)) 384/
21/2 = Tn(v/2)
2 (T In(v/2)
03 fe (142109 (BE2)) |
B In(2) T
n(v2
R
efine C = Ne) , meaning that 5iz < - Using the overall conver-
gence rate,
T 24 xK 1
Efll|lwr — w*|]] < (6\[ K €x ()w—w*)—i—
lhor —w'l) < 5 (6V2V exp (—g ) I =l ) + X o
VvC1 ( ( T ) ) 24 xk Oy
< ¥ (6v2 S —w* et S et
> \/T 6\/>\/E CeXp 8\/E ”w[) w ” + ,u(li—].) \/T

— B lur — vl S0VEVOVE = exp () o — ]+ o YL

We assumed that I > In(y/k) meaning that we want T s.t.

1 T In(v/2)
Ln(\/ﬁ) W( 384/ )J 2 In(vr)

Since W(zx) > log (7“1”5;1“) for > 0 we need to have:

1 T In(v/2)
W —1>1
n(v2) ( 384/ > = Invw
T In(v/2)
aTE2 p 141
= log( 5 ) >In(vVk) +1
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N
— T> 41n(\/§) ((21 (Vr)+2 _ 2)2 o 1)

Hence, it suffices to choose

T
= T h(V2)
Since e > 2
96+/K ~3-2%k
T 16. eln(x) — 22K
T h(V2) n(v2)

Therefore to satisfy all the assumptions we need that
9
szax{g 2k 3844/ }
In(v2) " In(v2 )

_ 3-210%/k 3-2%e*\/k
TP e T m)

Let C3 = % then

T > \/kCs

With this constraint then T < — g F
as

Bl — | <6VEVEWE e exp (—g = ) fun — 'l +

24
—ov2y et e (— ) o — w4 2 X
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Hence the final convergence rate can be presented



Corollary 2. For L-smooth, u strongly-convex quadratics with « > 1, Algorithm 1 with

batch-size b such that b > b* = nH% attains the same rate as in Theorem 4 for
C k2
T e 31318(’55 max {4k, 2}, Cy é?nlil))], where C, C} are defined in Theorem 4.

Proof. By the batch-size constraint in Theorem 4, we need % > W From Theorem 4,
(-Dey

_ c?
ar =2 IST—éhence

b 1
72 n—1
n L S,
= 1+ n—l <
3(T/a)® b
— 3(e)t(1-7) <1-m
1
T/ )2 <\
— W) <50
(n—1)b
T<
= T=00 30y

58



Appendix G

Proofs for two-phase SHB

Theorem 10. For L-smooth, i strongly-convex quadratics with x > 4, Algorithm 2 with

batch-size b such that b > b* =n I —L__ results in the following convergence,
oy

. 2coK T ¥ ) "
E |lwr_1 — w*|| <64/ = -
|lwr—1 —w*|| <6 o exp( S =0 T) lwo — w*||

n 12y/6Lcs (o ox ( (1—0c)T~ ) n 8v/Leg In(T) k32 o
NG = In(T) eY+/CL (1—¢)T
where ¢ = 1 — M, ¢ = 1/(7?71%1) captures the dependence on the batch-size,

In(k)

cy = exp (m), cr, = 4(; 7) [1—exp (—42)] and C := 352,

Proof. After Ty iterations, by Theorem 2 with a = 1, and x = \/E ||V f;(w*)]||?,

B, — ) < 6VVE oxp (— ) g — ]+ 12V

(since in Theorem 2, ¢ = 3(77 1) 5)

After Ty iterations, by Theorem 1 with v = (1/7,)Y/™t and 7 = 1,

T v ) 64Lo%co¢? k3 (In(Th))?

_ 2 _
El&r] < [lwr, — w7 c2 exp( 4k In(Ty)

e2 ,Y2 71

Taking square-root on both sides and using that /E[Er] > E[v/Er]

Tiy >+8¢T@0Cﬁ3/2 (In(71))
)

E < — w* _
Ve < |lwr, wwaexp( h 2 o
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Taking expectation over the randomness in iterations ¢t = 0 to Ty — 1,

8vLcy 0¢k*/? (In(Th))

T
E[VEr < vaexp (~ g ) Ellur, - w'l +

8k In(Ty) ey VTi

Using the above inequality and using that x? < 2L o2,

— EWVER) <yaesn (~ gy ) oVBVE 0 (-l - ) 2T

8k 1In(T1) 4/k
n 8v/Lcy o(k>/2 (In(T71))
ey VTi
. TO Tl i *
=6v2y/e2v/k exp (_4\@ B 8/<;1n(T1)> o =]
12V6L /&3 (o Tiy 8v/Ley o(k*? (In(T1))
e, o <_8mn(T1)) + ey JTh

For T1 > e and since v < 1

BIVEr <6vavavi exp (—gp s (2 + 21 ) ) lwo — ']

- 8In(Ty) \Vk
12V6L \/c3 (o Ty 8v/Lcy o(rk*? (In(Ty))
+T6XP <_8mln(T1)) + ey VT

Consider term A := 61/2,/c2\/k exp <_81+(T1) (% + %)) lwo — w*||. We have,

T, T T (=0T

NN K
:Tc\/E—i-l—c
K

Suppose £ = T% then

K
=
cvE+1l—c

qzl_ln(c\/E—Fl—c)

In(k)
Since ¢ € (0,1), g € (0.5,1), then

T T gl .
A SG QCQK/ exp (_MW> HU}O —w H

Consider the noise B := 12v6Lc2Co VGﬁQCU exp ( Thy ) 4 8VLea o¢r®2 (In(T))

" 8xIn(T1) ey VT

B

_ 124/6Lc2 Co ox (_ Ty~ ) n 8v/Lea 0Ck3/? (In(Ty))
N i P 8k In(T7) ey VT
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_ 12V/6Lcy o exp ( (1—0c)T~ ) n 8v/Leg 0Ck?2 (In((1 — ¢)T))
W

" 8kIn((1—)T) ey 1—0oT
12y/6Lcy Co (1—0e)Ty 8vLcz oCk%?  In(T) )
< — exp (— S In(T) > + = T_of (Since ¢ € (0,1))

Putting everything together,

E[v/Er] <6v/2¢2k exp (—;W) |wo — w*||

12y/6Lcy Co (1—0c)T~y 8v/Lea oCk3? In(T)
+ 1 P <_ 8k In(T) ) + ey (1—-¢)T

Using Lemma 1 with cj, = 4(;7) [1—exp (—57)] then

T Y
Ewp_ i — w*| <62 S —w*
Ve B |lwp—q —w®|| < Cok €Xp ( 21 3In((1 = o) T)) lwo — w*||

N 12y/6Lcy Co ( (1—-c)T~\  8VLczolk¥?  In(T)
1 P 8k In(T) ey (1—-0o)T

. 2c9K T o ) *
— E|lwp_1 —w*]| <64/ S -
lwr—1 —w*|| <6 - exp( S =) T) |wo — w™||

N 12y/6Lcy (o ox (_(1 —o)T~ n 8v/Leg In(T)(¢k3/? o
N ev/er  JA-oT

O]

Corollary 3. For L-smooth, u strongly-convex quadratics with x > 4, Algorithm 2 with

batch-size b such that b > b* =n H% and ¢ = % results in a rate of O (exp (—737) + ﬁ)

C k2
for all T
Proof. From Theorem 10, g =1 — m(c\lf(i:)l*c), plug in ¢ = %, then
VE+l
In ( 5 )

Since ¢ is monotonically decreasing with respect to x and x > 4 then

()

Wz().?

q<1-
Hence the bias term in the rate of Theorem 10 converges as O (eXp (—%)) <0 (exp (— %)) .

The noise term converges at the rate of O (L) hence the convergence rate of Algorithm 2

VT
when ¢ = 0.5 is O (exp (—%) + %) O
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Appendix H

Hybrid SHB

We introduce a hybrid algorithm (Algorithm 3) that combines multi-stage SHB (Algorithm 1)
and two-phase algorithm (Algorithm 2). Given a fixed dataset and T and b as input, we

use T := 3&?5@ max {4k, e?} (Theorem 4) and T* := C1,/ gz;_lzl)) (Corollary 2) to determine

different cases for our hybrid algorithm. We observe that Algorithm 3 can achieve an
accelerated convergence rate when the batch-size is sufficiently large and the number of
iterations 7T satisfies T < T < T*. When the T constraint is not satisfied, Algorithm 3
results in a partially accelerated convergence rate.
Algorithm 3: Hybrid SHB
Input: T (iteration budget), b (batch-size)
Initialization: wg, w_1 = wgy, k=10
Calculate T based on Theorem 4
Calculate T based on Corollary 2 and set m = T/7*
if T >T and m <1 then
| To=0,T1=T,T,=0;
else if T>T and 1 < m < 2 then
| Tv=0,T1 =L T,=m1T
else
EE
end
fork=0;k<Ty—1;k=k+1do
Set a =1, a, 8 according to Theorem 2
Use Update 2.1
end
for k=Ty; k<To+Ti1—1;k=k+1do
Set parameters according to Algorithm 1
Use Update from Algorithm 1
end
fork=To+T; k<T-1;k=k+1do
Set g, A\ according to Theorem 1
Use Update 3.1
end
return wr

NIl

,T1=0,T,=1;
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Theorem 11. For L-smooth, u strongly-convex quadratics with « > 4, Algorithm 3

with batch-size b such that b > b* =n ﬁ, T = 3&?;/)E max {4k, e?}, T* = (4 gg;_l?f)’
Ck

(Corollary 2), m = % results in the following convergences,

WhenTZTandmgl,

T 24 xk Ch
Elur w7l < 6V o exp (Y w4 205 VL
o — | Gt exp (=g ) o — ' + =X Y

WhenTZTand1<m§2,

EHU)T 1 —w H <6f

. 24\/(Wnex T (m-1)y +8\/62L Mk (o) e
pen(—1) P ) ev/(m — 1er, Vi

When T < T or m > 2,

9 ¥
E[||lwp-1 — w*||] <6\/2/€,/ exp< /{qSIH( 2)) ||lwo — w*||

12\/6L02C/<; ( Ty ) +8\/202LC/<53/2ID(T/2)L
wjer P\ 16nn(Tf)) ¢ evver VT

ofors) | ()

where r =1 — — 4= 1-— LG €= ”n—_bb captures the dependence on the
Ty In(+/2)
ot (242
2

batch-size, co = exp (#(TQ)) cr, = 4 [1 — exp (—%)], Cr:= In(2) )

Cs = 328“{?# and C := 3526,

Proof. Case 1: m < 1then Ty =0,Ty=T,1T, =0
We only run multi-stage SHB in this case hence the convergence rate is similar to Theorem 4.

Case 2: 1<m§2thenT0:0,T1:%,T2:m771T
After Ty + Ty = T} iterations, by Theorem 4 and x = \/E ||V f;(w*)||?,

24v/3 k0O x
E % <6 1 1/4 ( ) P
Hle w H f Cs exp 8\/> H W —w H + (ke —1) Nan
(since in Theorem 4, ¢ = 3(7?__1%)

After T iterations, by Theorem 1 with 7 =1 and v = (1/7)"/"2,

T, o ) 64Lo%co¢? k3 (In(Ty))?
4k In(Ty) e2cy, V2T

C
Elwr—1 - <2 Jun, - w' | exp (-
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Taking square-root on both sides and using that \/E[HwT_l —w*|)?] > E[\/||wr—1 — w*||*]

Ellwr- - wl) < Jur, - w2 exp (g2 >+8@<”‘°’/21n<15> o
o n SKID TQ) e’y\/@ \/E

Taking expectation over the randomness in iterations ¢t = 0 to Ty — 1,

@ Y\, 8V (D) o
— <E -
Ef[lwr-1 —w?|] lwz, — ( 8k In T2)> - eyyer VT2

Using the above inequality and x? < 2L o2,

— Ellurs — 'l <2 e (- ) [ v [ G exp (g ) = + Mf_f i
N 8V LCK 2 In(Ty) o
evﬁ VT,
T T
=62 Cch <_ 8\/IE - 8/@1r21(7T2)> lwo = w”|
N 24\/6LCicok o exp (_ Ty >+ 8V L3 In(T) o
pyer(s—1) VT 8 1n(T>) ey \eL VT2

Consider term A := Gﬁ,/g;—gzml/“ exp (—STﬁ — %) |[wo — w*[|. For T, > e and since
<1,

Ty~ Toy ) *
A<6 - — -
V2 03 o eXp< /(M) sxinrry ) w0~

Ciez gl (TI T?)) .
=6v2 Caer exp( SI(Ty) \/E+ - ||wo — w*||

Consider term f + T2 then

T1 TQ . T T(m - 1)

VE /@_m\/ﬁ+ mk

-1
_VEtm-—1,
mk
Suppose L = \F+m VAEMZLp then
, mk
R =
VE+m—1
1
= rln(k) = In(k) 1n<\/E—|—1—>
m m
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m m

In(k)

ln(@-i-l—i)

o(£n-2

Hence forr =1 — — e

r v
A< T N e —
V2 G exP( Kq81n(T/m)) lwo = w”|

. . ._ 24/6LCica K Ty~ 8v/ca L¢k3/2 In(Th)
Consider the noise B := WM \/% exp (— 8K1121(T2)) + e \/LT?

_ 24\6LCicak O ox (_ T~y ) n 8\/C2L<,<;3/2 In(Ty) o
i/en(s—1) VI 0\ 8kn(Ty) evver VI
24y/6LC1comkKk o o T (m—1)y n 8v/caLm(k? In (mT ) o

= — X —_—— —

py/er(k—=1) VT K 8mIn (%T) eyv(m—1)cg VT

_|2avBLCiemn T (m 1)y +8\/CZT<,{3/21n(”;n)
py/er(s —1) K 8mln (%T) ey+/(m—1)cg

VT

Putting everything together,

E |wp_1 — w*|* <62

r v
4 R ok
eXp( msln(T/m)) lwo = w7

24/6LCicom K o T (m—1)y N 8vcalm Cﬁ;3/2 In (mT )
X RS
ur/ep(k—1) P ey (m—1)cg

K 8m In (%T)

VT

Case 3: m >2then Th =2, 71 =0, T =%
After Tj iterations, by Theorem 2 with a = 1, and x = /E ||Vfi(w*)||2,

T 12v/3
E [[wr, — w’[| < 6V2y/k exp (—4\/09 lwo —w™| + {CX
(since in Theorem 2, ¢ = 3(7?:11))1,)

After T iterations, by Theorem 1 with 7 =1 and v = (1/T2)1/T2,

T, v > 64Lo?coC?k3 (In(T))?

c2 2
E |wp_; — w*||? <= |lwp, — w* (—
|| T—1 || _CL || To H €xXp Ak ID(TQ) 62 crL ’}/QTQ
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Taking square-root on both sides and using that \/E[HwT 1 —w*||7] > E[y/ |Jwr—1 — w*||"]

E[| _wtll] < | ( ~y > 4 8\/02LQ§3/2 In(Ty) o
wr—1—w WTo \/ Sk In(T5) ey~/cr VT

Taking expectation over the randomness in iterations ¢t = 0 to T, using the above inequality

and x? < 2L o2,
0 . 12v/6L(o
g — ' + S

— Bl -l </ Z e (-2 1) [wm e (0

8\/02 P2 In(Ty) o
evf VT,
T
27 ) o — |

=0var Ver - exp <_4\/E 8k In(Th)
12\/6LCQCH o ( Ty~ ) n 8\/C2LCF&3/2 In(Tz) o
xp|(——— )0
Hr\/CL P 8k In(Ty) ey /<L VT

Sﬁm\/> exp (— ’YTQ) (3% T2)> lwo — w™||
8V LCKk 2 In(Ty) o
T

12\/6L62(/1 ox (_ To )U+
p/cr P 8k In(Th) eyverL VT

Consider term f + T2
1y n n T n T
\/E K _2\/E 2K
_pVE+l
2K
Suppose T‘FJrl then
K
ol —
7
(£ 1)
In(k)
Putting everything together,
) o = w)

v

Bllwr-1 — ] <6VER\ /2 exp (s
| 12V6Lexr T~ L 8V26L(R P In(T)2) o
e exp <_16f~eln(T/2)>J eyvcrL VT
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Appendix 1

Additional experiments

I[.1 Quadratics experiments on LIBSVM datasets

To conduct experiments for smooth, strongly-convex functions, we adopt the settings from
Vaswani et al. [2022]. Our experiment involves the SHB variant and other commonly used
optimization methods. The comparison will be based on two common supervised learning
losses, squared loss for regression tasks and logistic loss for classification. We will utilize a
linear model with /-regularization % Hw||2 in which A = 0.01. To assess the performance of
the optimization methods, we use ¢jenn and rcvl data sets from LIBSVM [Chang and Lin,
2011]. For each dataset, the training iterations will be fixed at 7' = 100n, where n is the
number of samples in the training dataset, and we will use a batch-size of 100. To ensure
statistical significance, each experiment will be run 5 times independently, and the average
result and standard deviation will be plotted. We will use the full gradient norm as the
performance measure and plot it against the number of gradient evaluations.

The methods for comparison are: SGD with constant step-sizes (K-CNST), SGD with exponen-
tially decreasing step-sizes [Vaswani et al., 2022] (K-EXP), SGD with exponentially decreasing
step-sizes and SLS [Vaswani et al., 2022, 2021] (SLS-EXP), SHB with constant step-sizes
(set according to Theorem 5) (SHB-CNST), SHB with exponentially decreasing step-sizes
(set according to Theorem 1) (SHB-EXP), SHB with exponentially decreasing step-sizes (set
according to Theorem 1) and SLS [Vaswani et al., 2021] (SHB-SLS-EXP).
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=
o

0 5000 10000 15000 20000 25000 0 1000 2000 3000 4000 5000 6000 7000 8000
(Gradient evaluations) / 1000 (Gradient evaluations) / 1000

(a) ijenn (b) revl
—— KCNST ~ —— SHB-CNST KEXP —— SHB-EXP SLS-EXP SHB-SLS-EXP

Figure 1.1: Squared loss on ijcnn and rcvl datasets
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Figure 1.2: Logistic loss on ijenn and rcvl datasets

From Fig. [.1 and Fig. 1.2, we observe that exponentially decreasing step-sizes for both SHB
and SGD have close performance and they both outperform their constant step-sizes variants.
We also note that using stochastic line-search by Vaswani et al. [2021], SHB-SLS-EXP
matches the performance of the variant with known smoothness.

I.2 Comparison to Pan et al. [2023] multi-stage SHB

In this section, we consider minimizing smooth, strongly-convex quadratics. The data
generation procedure is similar to Chapter 5. We vary x € {2000, 1000, 500, 200, 100} and the
magnitude of the noise r € {1072, 1074,1076, 1078}, For each dataset, we use a batch-size
b = 0.9n to ensure that it is sufficiently large for SHB to achieve an accelerated rate with all
of our chosen x. We fix the total number of iterations 7' = 7000 and initialization wq = 0.
For each experiment, we consider 3 independent runs, and plot the average result. We will
use the full gradient norm as the performance measure and plot it against the number of
iterations.

We compare the following methods: Multi-stage SHB (Algorithm 1) (Multi-SHB), our heuris-
tic Multi-stage SHB (Algorithm 1) with constant momentum parameter (Multi-SHB-CNST),
Two-phase SHB (Algorithm 2) with ¢ = 0.5 (2P-SHB), Multi-stage SHB [Pan et al., 2023]
with C' = 2 (Multi-SHB-PAN-2) and C' = T'\/s (Multi-SHB-PAN-T-KAP).

We observe that with a sufficiently large batch-size the method by Pan et al. [2023] is able
to avoid the divergence behaviour in Fig. 4.1. Furthermore, the performance of 2P-SHB,
Multi-SHB, Multi-SHB-CNST is similar to the method in Pan et al. [2023], and it consistently
lies in-between the two extremes.
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Figure 1.3: Comparison of Multi-SHB, Multi-SHB-CNST, 2P-SHB, Multi-SHB-PAN-2, and
Multi-SHB-PAN-T-KAP. With a sufficiently large batch-size, the method by Pan et al. [2023]
is able to avoid the divergence behaviour in Fig. 4.1. The performance of SHB variants
is similar to the method in Pan et al. [2023], and it consistently lies in-between the two
extremes.
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