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Non-convergence of Adam

o Adam: Wgi1 = I'Ié[wk — Nk A;lmk] where Ak = Gk%, G() =0 and
Gk = PoGr—1+ (1 — B2) V(Wi )V ie(wi)T, mie = Bimy—1 + (1 — p1) Vii(wi),
for 51,62 S (0, 1)

e Scalar Adam: v, = ¢ |wy — T T } Wi41 = MNe[vk], where Gop = 0 and

V/B2Gi1+(1—52) | V(w12 |
my = Brmy—1 + (1 — B1)Vii(wi).
e For C > 2, run scalar Adam with 31 = 0 (no momentum), 5> =

1 < v/1 — B2 on the following problem:

e Consider C = [—1,1] and the following sequence of linear functions.

1

ez and 1k = # such that

fu(w) Cw forkmod3=1
k(w) =
—w otherwise

We will prove that Adam results in linear regret for the above example.



Non-convergence of Adam

e Update: w; =1 and for k > 1,
Mk

VB2 Gica 4+ (1= B2) [V i) |

Vil i= Wi —

ka(wk) and W41 = I'I[,Ll][vkﬂ]

o We will compare Adam to the “best” fixed decision (w*) that minimizes the regret. To compute
w*, consider the sequence of 3 functions from iteration 3k to 3k + 2 for k > 0. In this case,

w* = arg min [fzx(w) + Brr1(w) + Brro(w)] = argmin [(C —2)w] = -1  (Since C > 2)
[71:1] [71:1]

Claim: For Adam'’s iterates, for k > 0, for all i < [3k + 1], w; > 0 and w341 = 1.
Proof: Let us prove the statement by induction. Base case: For k =0, wsay 1 = wy = 1.

Inductive hypothesis: Assume that for i < [3k + 1], w; > 0 and wsk1 = 1. We need to prove
that (a) w3k1o > 0, (b) w3k+3 > 0 and (C) Waktraq = 1.

In order to show this, note that Vf;(w) = C for i mod 3 =1 and Vf;(w) = —1 otherwise.



Non-convergence of Adam

Consider the update at iteration (3k + 1). By the induction hypothesis, we know that wsy41 = 1.

V3kt2 = W3kt1 — [ ket . Vf3k+1(W3k+1)]
VB2 G+ (1= 82) IV faesr(waesn) |
1 Cn (Using the value of 13441)
=1- 3k+1
VBk+1) (B2 Gak + (1 - £2)C?) ’
Cn i .
>1- =1- (Since Gz, > 0)
[¢(3k+ DL 50 [mk T /32)1
1
- V3k+2>1_W>0 (Since n < /1 — 35 and k > 0)
Since |:\/(3k+1)(ﬂ222k+(1_/32)c2):| >0, V3o < 1. Since V3k42 € (0, 1), W32 = V342 < 1

which proves (a).



Non-convergence of Adam

o For the update at iteration (3k + 2), since Vfziyo(w) = —1 for all w,

V3k4+3 = W3k42 +

n
vV (3k +2) (B2 Gargr + (1 — 52))]

Since waxy2 € (0,1) and T Zmﬁ(l_m)) > 0, v3x43 > 0 and hence wsy3 > 0 which

proves (b).

e In order to prove (c), consider iteration 3k + 3. Since Vf3ii3(w) = —1 for all w,

V3k+4 = W3k43 +

n
v/ (Bk +3) (B2 Gapr2 + (1 - 52))1
From the above update, we can conclude that vsx 4 > wakys.

To prove (c), we will show that vsx,4 > 1 and hence waxyq = M1 1jvak4 = 1. For this, we
consider two cases — when v3,13 > 1 or when vi, 3 < 1.



Non-convergence of Adam

Case 1: When V3k+3 = 1 — W3k413 = 1 — V3kt+a = 1 — W3ki4 = 1.

Case 2: When vax13 <1 = w3ki3 = v3k+3 < 1. Combining iterations (3k + 4) and (3k + 3),

V3k+a = V3k+3 T

U
vV (3k +3) (B2 Gakgz + (1 — 52))]

= W3k42 + Nl ] n l n ]
V(B +2) (B2 Gaiesr + (1 - £2)) V(Bk +3) (B2 Gaksz + (1 — B))
- < ince v =w and w —
- [\/(3/‘ +1) (B2 Gax + (1 — 52)C2)1 (5 3k+2 3k+2 and way1 = 1)
=T
+ [ 1 ] o [ n ]
\/(3k +2) (B2 Gaks1 + (1 — B2)) \/(3k +3) (B2 Gags2 + (1 — 32))

=T

In order to show that vzx4 > 1, it is sufficient to show that T3 < To. 5



Non-convergence of Adam

Recall from Slide 3, T; < [(3/(“")(162)} Let us lower-bound T».

n

s
V(Bk +2) (B2 Gakg1 + (1 = 52)) V(3K +3) (B2 Gakr2 + (1~ 52))

- l 77 ] ’ [ 77 ]
~ [ VBk+2) (B2 C2+ (1 - 5)) VBk+3)(62C? + (1 - 2))
(Since G, < C? for all k)

- n 1 1
V(B C+(1-5) l\/3k+2 - \/3k+3

B V27 { 1 }
V(B2 C2+ (1 - f2)) LV3k+1

Ui 1 1
- V(B2 C2+ (1 - ) [\/2(3k T \/2(3k +1)
U
VEk+1) (1 - B)

> T (Since 52 _ 1+1C2 — B2C +2(1—ﬂ2) == 52)

:>T22




Non-convergence of Adam

Since we have proved that Tp > Tq, vaua =1 — T1 4+ To > 1 = wskiq = 1. This completes
the induction proof.

Hence, for the Adam iterates, for k > 0, for all i < [3k + 1], w; > 0 and wzk+1 = 1. Now that
we have bounds on the Adam iterates, let us compute its regret Rizx—s3xso(w*) w.rt w* = —1
for iterations 3k to 3k + 2.

Rizsk—3k421(W*) = [Br(wak) — fk(—1)] + [Brs1(Wskr1) — Brr1(—1)] + [Brr2(Waki2) — frra(—1)]
= [7W3k — ].] + [C W31 + C] + [*W3k+2 = 1] >2C—-4>0
(Since wsk and wsg o arein (0,1), wagy1r =1 and C > 2)

o Hence for every three functions, Adam has a regret > 2C — 4 and hence Ry(w*) = O(T).

e Both OGD and AdaGrad achieve sublinear regret when run on this example.



Non-convergence of Adam

e The example takes advantage of the non-monotonicity in the Adam step-sizes — resulting in
smaller updates for k = 1 mod 3 (when the gradient is positive and will push the iterates
towards —1) and larger updates for the other k (when the gradient is negative and will push the
iterates towards 1).

e In the example, as C > 2 increases, the regret increases, [ = H% — 0. [ZCST22] show that
using a “large” B> and ensuring that 8; < /3> (often the choice in practice) can bypass the
lower-bound resulting in convergence for Adam (without modifying the update).
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