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o Pairwise Independence: Random variables Ry, R, Rs, ... R, are pairwise independent if
for any pair R; and R;, for x € Range(R;) and y € Range(R;),
Pri(Ri = x) N (R; = y)] = Pr[Ri = x] Pr[R; = y].

@ Variance: Standard way to measure the deviation from the mean. For r.v. X,
Var[X] = E[(X — E[X])?] = ¥ crange(x) (X — 1) PrIX = x], where s := E[X].

e Alternate Definition: Var[X] = E[X?] — (E[X])2.

e If X ~ Ber(p), Var[X] = p(1 — p) < 3.



Back to throwing dice

Q: For a standard dice, if X is the r.v. equal to the number that comes up, compute Var[X].
Recall that, for a standard dice, X ~ Uniform({1,2,3,4,5,6}) and hence,
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— VarlX] = & - - ~2.917
Q: If X ~ Uniform({vq, v2,...v,}), compute Var[X].

€ 1 1
E[X]:Zv,-Pr[X:v;]:E[vl—i—vz—i—...v,,] ; E[XQ]:E[vlz—&—sz—f—...vf].
i=1

= Var[X] =

v+ vZ+...v3 B <[v1+vz+...v,,]>2
n n



Variance - Examples

Q: Calculate Var[W], Var[Y] and Var[Z] whose PDF's are given as:

W =20 (with p =1)
Y=-1 (with p=1/2)
=+1 (with p =1/2)
Z = —1000 (with p = 1/2)
= +1000 (with p = 1/2)

Recall that E[W] = E[Y] = E[Z] = 0.

Var[W] = E[W?] — (E[W])? = E[W?] = > weRange(W) w? Pr[W = w] = 0%(1) = 0. The
variance of W is zero because it can only take one value and the r.v. does not “vary".
Var[Y] = E[Y?] = 3 crange(v) Y2 PrIY = y] = (-1)%(1/2) + (1)(1/2) = L.

Var[Z] = E[Z?] = > 2cRange(2) z? Pr[Z = z] = (—1000)?(1/2) + (1000)%(1/2) = 10°.

e Hence, the variance can be used to distinguish between r.v.’s that have the same mean.



Standard Deviation

Standard Deviation: For r.v. X, the standard deviation in X is defined as:

ox = /Var[X] = VE[X?] — (E[X])2

e Standard deviation has the same units as expectation.

e Standard deviation for a “bell"-shaped
distribution indicates how wide the “main part”
of the distribution is.

oo



Variance - Examples

Q: If R ~ Geo(p), calculate Var[R].
VarlR] = EIR?] — (EIRI)® = B[R*] -

Recall that for a coin s.t. Pr[heads] = p, R is the r.v. equal to the number of coin tosses we
need to get the first heads. Let A be the event that we get a heads in the first toss. Using the
law of total expectation,

E[R?] = E[R?|A] Pr[A] + E[R?|A°] Pr[A°]
E[R?|A] =1 (R? =1 if we get a heads in the first coin toss) and Pr[A] = p. Hence,
ER] = (1) (0) + EIRIAY1 =) BIRYAT = 32 KPR = KA
Note that Pr[R = k|A°] = Pr[R = k| first toss is a tails] = (1 — p)k—2 p=Pr[R=k—1]

= E[RP|A] =D KPrlR=k-1]=> (t+1)*Pr[R=1] (t:=k—1)
k=1 t=0



Variance - Examples

Continuing from the previous slide,
E[R?|AT] =) (t+12Pr[R=1t]=> Pr[R=1t]+2> tPr[R=t]+» PrR=1]
t=0 t=0 t=0 t=0
=> PPrR=1]+2) tPrR=1t]+ > Pr[R=1t] =E[R’] + 2E[R] + 1

(=il t=1 t=1

Putting everything together,

E[R?] = (1) (p) + (E[R?] + 2E[R] + 1) (1 — p) = pE[R?*] = p+2(1 — p)E[R] + (1 - p)

— pE[R*]=p+ 2(1;”)

21-p) 1 2
0-p) 1, gry=22F
p p p

+(1-p) (E[R] = 3)

= E[R?] =

— Var[R] = E[R?] — (E[R])* = 2;2,3 - % - 1;2p




Properties of Variance

Q: For constants a, b and r.v. R, prove that Var[a R + b] = a?Var[R].
Proof
Var[aR + b] = E[(aR + b)?] — (E[aR + b])? = E[a*R? + 2abR + b*] — (E[aR] + E[b])?
= (a°E[R?] + 2abE[R] + b?) — (aE[R] + b)?
= (a®E[R?] + 2abE[R] + b?) — (a*(E[R])? + 2abE[R] + b?)
= a° [E[R?] - (E[R])]
= Var[aR + b] = a°Var[R]
e Similarly, for the standard deviation,
0arib = \/Var[aR + b] = \/a?Var[R] = |a| ok
e Note the difference from the property of expectation,

E[aR + b] = aE[R] + b




Properties of Variance

Q: If the r.v's Ry and R» are independent, prove that Var[R; + R:] = Var[R;] + Var[R].

e In order to prove this result, we need an additional definition: for 2 r.v's Ry and R»,

ERiR]:= >,  zPrRiR=2z= ) > xyPrRi=xnRy=y]
z€Range(Ry R2) xE€Range(R1) yeRange(R2)

Proof: We will first prove that for two independent r.v's Ry and Ry, E[R; Rx] = E[R1] E[R].

ERiR] = ) > xyPrlRi=xnRy=y]
x€Range(R1) ycRange(Rz)
= Z Z xy Pr[R1 = x] Pr[Rx = y] (Independence)

x€Range(R1) y€Range(Rz)

Z x Pr[Ry = ] Z y Pr[Ry = y]
x€Range(R1) y€Range(R2)
= E[Ri] E[R,]



Properties of Variance

Continuing the proof from the previous slide and using the definition of Var[R; + Ry],

Var[Ry + Ro] = E[(R1 + R2)?] — (E[Ry + Rs])?
=E[R} + R} + 2Ry Ro] — (E[R:] + E[Rz])?
=E[R} + RS + 2Ry Ry] — [(E[R1])? + (E[R,])? + 2E[Ri] E[Ro]]
(Expanding the terms)
= [E[R}] - (E[R1])’] + [E[RZ] — (E[R2])*] + 2(E[Ry Re] — E[R1] E[R.])
(Linearity of expectation)

= Var[Ry] + Var[Rz] + 2(E[R; Rz] — E[R1] E[R2]) (Definition of variance)
From the previous slide, if Ry and R» are independent, then, E[R; Ry] = E[R1] E[Ry],

- Var[R1 + Rz] = Var[Rl] + Val’[Rg]



Properties of Variance

Q: For pairwise independent random variables Ry, Ro, Rs, ... Ry, Var[}[_, R] = Y7, Var[R].

Proof: Following the same proof, we can show that for any pair of pairwise independent r.v's, R;
and R;, E[RiRj] = E[R] E[Rj].

Var[R1—|—R2+...R ] :E[(Rl+R2+...R,,)2]—(E[R1+R2+...Rn])2
= z:[]E[R2 (E[R])1+2 > [E[RR]-E[R]E[R]]

ij1<i<j<n
(Expanding the terms and using linearity of expectation)

= Var[Ri+ R+ ... Ry = ZVar[R,-] (Since the r.v's are pairwise independent)

e In general, the pairwise independence of r.v.’s is a necessary condition for the linearity of
variance. To see this, consider Ry = R> = R i.e. the two r.v's are not independent. In this case,
Var[R; + R,] = Var[2R] = 4Var[R] # 2Var[R] = Var[Ry] + Var[Rz].
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Variance - Examples

Q: If R ~ Bin(n, p), calculate Var[R].

Define R; to be the indicator random variable that we get a heads in toss i of the coin. Recall
that R is the random variable equal to the number of heads in n tosses.

Hence,
R=Ri+R+...+R, = Var[R]|=Var[Ri + Ro + ... + Ry]

Since Ry, Ry, ..., R, are mutually independent indicator random variables and mutual
independence implies pairwise independence,

Var[R] = Var[Ry] + Var[Ry] + ... + Var[R,]
Since the variance of an indicator (Bernoulli) r.v. is p(1 — p),

Var[R] = np(1 — p).
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Questions?



